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/. Introduction 

The concept of intermolecular forces has been 
central to the molecular theory of matter since the 
work of van der Waals. A great deal of effort has 
been expended in an attempt to establish a relation­
ship between the properties of bulk matter and 
intermolecular forces. Historically, the studies in 
this area have proceeded in two directions. On one 
hand, the quantum and statistical mechanical ap­
paratus has been developed which could translate the 
input from quantum mechanical treatment of inter­
molecular interactions into the properties of bulk 
materials. On the other hand, the inverse problem 
of molecular theory has also been addressed in an 
attempt to obtain the information on intermolecular 
forces from direct measurements of the macroscopic 
properties.1-3 

A molecular description of condense phase proper­
ties relies on the full characterization of pairwise 
interactions, as well as on the knowledge of many-
body forces, van der Waals dimers of closed-shell 
species, atoms, and/or molecules have traditionally 
served as an important source of information on pair 
interactions to theoreticians and experimentalists 
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alike. Trimeric species allow insights into three-body 
forces. Larger clusters are often regarded as inter­
mediates between gas and condensed phases of 
matter. The primary goal of these studies has been 
to understand the nature of intermolecular potential 
over the entire configurational space, the so-called 
potential energy surface (PES). In binary complexes 
of polyatomic molecules the intermolecular surface 
is in general a function of six intermolecular degrees 
of freedom. One of its most important characteristics 
is its anisotropy. 

From the experimental perspective, the insights 
into the anisotropic forces which determine the shape 
of potential energy surfaces rely on experiments 
which can directly sample the extended regions of 
PES, and on mathematical schemes which invert the 
experimental measurements to yield the anisotropic 
multidimensional surfaces. Recent advances in far-

IR laser spectroscopy allowed for direct measure­
ments of the low-frequency vibrations of van der 
Waals bonds.2-13 Such spectra are believed to probe 
the extended regions of PES both below and above 
the barriers to internal motion, and for this reason 
this technique has been dubbed vibration-rotation -
tunneling (VRT) spectroscopy.8,9 Simultaneously, a 
great deal of progress has been achieved in compu­
tational approaches which directly determine the 
multidimensional PESs and the associated intermo­
lecular dynamics from VRT spectra. This strategy 
is now pursued in several laboratories.5"11 

The first principle calculations have been used to 
evaluate potential energy surfaces since the dawn of 
modern computational chemistry. These investiga­
tions have generated an immense amount of PES 
data on systems ranging from the He dimer to DNA 
base pairs and also larger clusters. The results have 
been summarized in a number of monographs and 
review articles.14-23 The first thematic issue of 
Chemical Reviews on the topic of intermolecular 
interactions, which appeared some six years ago, 
provided a fairly complete account of ab initio results 
on van der Waals interactions.24"26 Over the past 
years a better understanding of these interactions at 
the fundamental level has been achieved. Due to 
rapid progress in computational algorithms and 
computer hardware, the ab initio techniques are now 
capable of providing potential energy surfaces for 
these systems with an accuracy which can fully 
compete with that of experimental investigations. 

From the most fundamental perspective, the shapes 
of PESs result from an interplay of the four basic 
components of interaction energy, electrostatic, ex­
change, induction, and dispersion. Each of these 
components has a different physical origin, proper­
ties, and behavior with respect to intermolecular 
degrees of freedom. An individual examination of 
these components helps determine the effects the 
anisotropies of the individual components have on the 
entire surface. The dominant contributions at any 
given range of geometries can be easily identified. 
More importantly, a relationship can be established 
between the interaction energy and the intrinsic 
properties of the constituent fragments, thus provid­
ing a more complete understanding of the interaction 
phenomenon. Therefore, any meaningful ab initio 
attempt to understand the underlying origins of 
anisotropic forces employs some type of energy 
partitioning into these fundamental effects. This 
point of view, which is deeply rooted in classical 
theory of intermolecular forces, will be highlighted 
in the present review. Our primary focus is on the 
underlying factors which govern the interaction ener­
gies across a wide spectrum of interacting systems. 
We will discuss the ab initio results for a variety of 
dimers and trimers ranging from weak van der Waals 
complexes to hydrogen-bonded species. 

The review consists of two major parts. The first 
part describes the state-of-the-art ab initio theory of 
van der Waals interactions at the post-Hartree—Fock 
level of theory. Our emphasis is on the methods 
which provide a rigorous quantitative quantum me­
chanical description of the intermolecular forces, and 
allow for the identification of physically meaningful 
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terms which originate from the classic theory of 
intermolecular forces. The quantum mechanical 
basis is provided by the M0ller-Plesset perturbation 
theory27-29 also known as the many-body perturba­
tion theory.30"33 Within the symmetry-adapted per­
turbation formalism,34"38 this theory allows for the 
most natural description of interaction energy in the 
form of a sum of electrostatic, induction, dispersion, 
and exchange interactions. It also offers a logical 
framework for step-by-step inclusion of electron cor­
relation effects on these forces within both the 
perturbation and the supermolecular approaches.39-44 

The four fundamental components are first described 
within the independent particle model level (i.e. HF), 
and next, by progressive inclusion of intramonomer 
and intermonomer electron correlation effects, a more 
complete description of these forces is achieved. 
Following the formal description of the theory, we 
discuss some practical aspects which are important 
in the actual computations of potential energy sur­
faces, such as the basis set selection, the basis set 
superposition error, and the convergence of the per­
turbation expansion. With an increasing number of 
investigators from various disciplines reaching for 
M0ller-Plesset perturbation formalism via quantum 
chemistry codes, such as Gaussian,45,46 these some­
what technical problems are of great importance to 
a large community of researchers. 

The second part describes the results for specific 
complexes. In the broad context of the structure and 
energetics of van der Waals clusters, our main 
objective is to relate the interaction energies to the 
intrinsic properties of the monomers involved, and 
in particular, we intend to elucidate the factors which 
determine the anisotropy of individual components 
of the interaction. The complexes of molecules bound 
to rare gases offer many clues to the understanding 
of the more complex molecule-molecule interactions. 
A rare gas atom in these complexes may be viewed 
as a structureless probe of the molecule's properties. 
For this reason a great deal of attention is devoted 
to these complexes, particularly involving Ar. On the 
basis of these results, we attempt to elucidate factors 
which determine the shapes of potential energy 
surfaces in the short, intermediate, and long range 
of intersystem distances and to verify such classic 
concepts as molecular shape, lone electron pair, etc. 
and their role in the more directional interactions 
such as hydrogen bonding. 

Finally, a number of trimeric species are also 
discussed. The selected trimers are designed to 
provide a gradual transition from nonpolar to polar 
clusters. The physical origin and properties of three 
fundamental nonadditive components (exchange, in­
duction, and dispersion) in these trimers are dis­
cussed to gain insights into the nature and impor­
tance of three-body forces across a wide spectrum of 
interacting systems. 

//. Essentials of ab Initio Theory of Weak 
Intermolecular Interactions 

Since the seminal papers of London,47-49 it has 
been known that there are four fundamental building 
blocks of the van der Waals interaction energies: 
electrostatic, induction, dispersion, and exchange.50-54 

The origin of the first three may be traced to the 
monomer properties: permanent multipole moments 
and polarizabilities (static and dynamic). The elec­
trostatic energy results from permanent electric 
multipole interactions; the induction energy arises 
from the interactions of permanent multipole mo­
ments of one monomer with the multipole moments 
induced in another monomer; the dispersion energy 
originates in a mutual polarization of the electronic 
charge distributions of interacting monomers (inter­
actions of instantaneous multipoles which are related 
to dynamic multipole polarizabilities). The exchange 
interaction energy is a repulsive effect, a result of 
the Pauli principle which forbids the electrons of one 
monomer to penetrate the occupied space of the 
partner. It may be conceptually related to the 
electron charge densities of interacting monomers 
which avoid each other. 

Sometimes an additional type of interaction energy 
is postulated called the "charge-transfer" energy.55,56 

So far the term has eluded rigorous definition and is 
strongly dependent on both theoretical formalism and 
basis set effects.57,58 In rigorous treatments it is 
encompassed primarily by the induction component, 
but is also related to the exchange effects. It should 
only be invoked as a conceptual visualization rather 
than a well-defined physical effect. 

Another aspect to be aware of is that four funda­
mental components are not strictly additive and an 
exact treatment must also reveal coupling terms, e.g. 
induction-dispersion or exchange-dispersion. 

A contemporary ab initio theory of electronic 
structure offers approaches of varying degrees of 
sophistication to both intermolecular and intramo­
lecular interactions. The primary condition for an 
ab initio treatment to be useful in intermolecular 
problems is that it must not neglect any of the four 
fundamental interaction terms. The ab initio theory 
is most conveniently considered at two levels: the 
Hartree—Fock (HF) level (independent particle model), 
and post-Hartree-Fock level (electron-correlated 
level). Today, the HF level is reduced to a fairly 
routine SCF approach and may be accurately carried 
out even for large systems of biological interest.59 The 
post-Hartree-Fock level calculations still present a 
largely nontrivial task which requires a thorough 
understanding of both the electron correlation theory 
and basis set effects. It is also convenient to discuss 
the ab initio theory of intermolecular forces at these 
two levels. 

At the lowest level we assume HF approximation 
for monomers. Then all four fundamentals are 
evaluated with the HF monomer wave functions. 
They are related to the HF permanent moments, HF 
static and dynamic polarizabilities, and HF electron 
charge densities. Such a treatment precludes the 
appearance of the intramonomer correlation effects, 
but does allow for the intermonomer correlation ones 
which arise between the HF monomers—the HF 
dispersion energy. 

At the post-HF level, electron correlation is allowed 
for in monomers. Then all four fundamentals should 
be evaluated with correlated monomer wave func­
tions. This means that they now may be related to 
the monomer properties calculated at the correlated 
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level. At this level of theory the intramonomer 
correlation effects, as well as inter-intramonomer 
couplings, may be recovered to the extent which 
depends on a given correlated treatment applied. 

The most complete and consistent realization of the 
post-Hartree-Fock ab initio approach is provided by 
the intermolecular M0ller-Plesset perturbation theory 
(referred also to as symmetry-adapted perturbation 
theory).34-38 On the one hand, it directly reproduces 
all four fundamental terms at consecutive orders 
beginning with the HF level through the limiting case 
provided by the complete treatment of correlation via 
the coupled cluster theory.3031 On the other hand, 
I-MP perturbation theory is closely related to the 
supermolecular approach to intermolecular forces 
based on the MP perturbation theory and CC 
approaches.39-44 

A. Brief Overview of Intermolecular MP 
Perturbation Theory 

The I-MP perturbation theory takes advantage of 
the fact that both the theory of intermolecular forces 
and the theory of electron correlation may be natu­
rally developed within the perturbation theory frame­
work. The I-MP perturbation theory is a double 
perturbation formalism with two perturbations rep­
resenting the intermolecular interaction and the 
intramonomer correlation, respectively. The problem 
is that the classic RS perturbation theory does not 
account for intermolecular electron exchange effects 
(in other words does not enforce the Pauli principle 
in the overlap region). Because the electrons are kept 
within their original subsystems, application of the 
RS perturbation theory to intermolecular interactions 
was termed "polarization approximation" by Hir-
schfelder.60 To circumvent this difficulty one must 
employ a symmetry-adapted formalism which forces 
proper antisymmetrization of the wave function in 
the course of the perturbation expansion.61-64 The 
problem of symmetry forcing has no unique solution 
from the purely mathematical point of view. How­
ever, the demand that the symmetry-adapted per­
turbation theory preserves the physically meaningful 
contents of the classic approach, and remains techni­
cally applicable to many-electron systems, consider­
ably narrows the number of possible formalisms. In 
fact the only viable approach is the one which adopts 
the so called weak symmetry forcing.61 The weak 
symmetry forcing consists of performing a formally 
standard RS expansion for the wave function which 
is a posteriori antisymmetrized to obtain the energy 
corrections. Such an idea has been analyzed by many 
researchers60 '62 '65,66 and was found efficient in model 
calculations of H2+ 66,67 and H2.68 Below, we follow 
the approach of Jeziorski, Szalewicz, and collabora­
tors who developed the SAPT formalism which is 
applicable to many-electron systems and referred to 
as I-MP.35-38 The related perturbation expansion 
may be presented in the form 

Table 1. Classification of I-MP Perturbation Theory 
Corrections 

-^int - 2li 
JiJ) (D 

where the corrections €{ij) are of the ith order with 

fundamental 
component 

HF 
level 

intracorrelated 
level additive? 

electrostatics 
exchange 
induction 

^exch^exch ' 
,(2O)/ (20) N 
6 ind ^ind,!-1 

(30)/ (30) s 
e ind l-eind,r-' 

6<V>(6W>) 

,(V) 
cexch 

JW (JW \ 
cind,r l-cind,r- / 

,(3J)/ (3j) -, 
eind'-eind,r-' 

dispersion 
and related exchange—induction terms 

(20) 
disp 

,(30) 

,<2/) 
edisp 
J3j) 

yes 
no 
no 
no 

yes 
no 

disp disp 

and related exchange—dispersion terms 

respect to the interaction, and of thej ' th order with 
respect to intramonomer correlation. In addition, e('^ 
may be considered as composed of two physically 
different components, the polarization component 
and the exchange component: 

Mj) c(v) 
-pol 

cexch (2) 

The first component is the perturbation correction 
which arises in the "polarization approximation" that 
is in classic RS perturbation theory. The exchange 
effects are included in the second term, e ^ h . A 
classification chart of various terms is given in Table 
1. One can find there which components of e(ij) 

contribute to the particular fundamental energy 
contributions at the HF and correlated levels of 
theory. We begin with the polarization terms. At 
the HF level we obtain: 

(1) e^—the electrostatic energy between HF 
monomers.52'69,70 It describes the electrostatic inter­
actions of the permanent multipole moments of the 
monomers computed in the HF approximation. It 
also includes the charge overlap terms which arise 
due to the overlap of the monomer electronic charge 
densities. They have a damping effect on the mul­
tipole terms. 

(2) ej^—second-order induction energy (also re­
ferred to as uncoupled-Hartree-Fock (UCHF) induc­
tion).71 It describes interactions between permanent 
and induced multipole moments resulting from the 
electric polarization of one monomer by the perma­
nent moments of another monomer. The process is 
described within the HF approximation. Since the 
monomer electronic charge distributions are modi­
fied, damping charge overlap terms are also present. 

(3) e^gp—the second-order dispersion energy.71'72 

It results from quantum mechanical charge fluctua­
tions (interactions of correlation-induced instanta­
neous electric moments). Similar to electrostatics 
and induction, it also includes charge overlap effects. 
Since this correlation is of the zeroth order in the 
intramonomer correlation operator, it is often re­
ferred to as the dispersion energy between H a r t r e e -
Fock monomers or uncoupled-Hartree-Fock (UCHF) 
dispersion. 

(4) Higher order induction and dispersion interac­
tions of HF monomers (e(

d^p and € ^ ' , etc.). 
At the correlated level one finds the correlation 

corrections to the above terms: 
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(1) ej— denote the intramonomer correlation cor­
rections to the electrostatic term.40'73 One may view 
this correction as the effect of correlating the per­
manent multipole moments. This results in modifi­
cation of their Coulombic interactions. The charge 
overlap effects are also modified. 

(2) ej^—denote the intramonomer correlation cor­
rections to the induction term.44 One may interpret 
them as a result of changes in the polarization 
process due to the correlation effects on the multipole 
moments and polarizabilities. The charge overlap 
effects are also modified. 

(3) e(
d^,p—represent the terms which couple the 

intermonomer correlation effects and the intramono­
mer correlation effects.36 

Next to some terms in Table 1, modified symbols 
are shown in brackets. They denote modified induc­
tion and electrostatic correlation corrections. An 
additional letter "r" stands for "response" and cor­
rections marked with "r" sum the orbital relaxation 
terms through the infinite order.74,75 The relaxation 
terms arise because the monomer HF orbitals have 
to readjust after the field of the partner monomer is 
switched on. The orbital relaxation terms are for­
mally of a nonzero order with respect to the intra­
monomer correlation, yet they account for the effect 
which is still within the independent particle ap­
proximation. They present a better alternative since 
they are directly related to the supermolecular MP 
perturbation theory40'41-43'44-75 (cf. section ILB) and 
correspond to the expressions for monomer properties 
that satisfy the Hellmann—Feynman theorem.76 

The dispersion energy may also be calculated at 
an intermediate approximation as e^^RA-

77>78 This 
energy is sometimes referred to as the ring ap­
proximation dispersion energy78 or the time-depend­
ent HF (TDHF) dispersion energy.79"84 The relation 
to the TDHF dynamic polarizabilities of monomers 
provides an argument for classifying ê sp,RA a s a 

better variant of Hartree—Fock dispersion interaction 
energy. Consequently, the difference between 
d̂isp.RA a n d ed2isp n a s been attributed to "apparent 

intramonomer correlation effects".83,85'86 This inter­
pretation has been criticized on the grounds that, 
unless the Casimir-Polder approach is used,87 the 
real intramonomer correlation equations must be 
solved.77,78 

According to eq 2, every polarization correction is 
accompanied by an exchange term. These terms are 
crucial to the convergence of the series of eq 1. This 
is because the polarization approximation provides 
a divergent expansion except for one- and two-
electron monomers.70'88 The exchange terms provide 
the necessary damping effects to force convergence 
of the series.66,68 

The first-order exchange term, 4xch>69'70 i s inter­
preted as the result of the exchange of electrons 
(quantum mechanical tunneling) between unper­
turbed monomers described at the HF level. It is a 
very important term as it provides the necessary 
repulsion to properly balance attractive terms in the 
van der Waals minimum. In practical applications 
it is convenient to consider this term along with some 
minor terms of no physical interpretation, the so 

called "zeroth-order exchange" terms.70,89 Then the 
name e^ h indicated in parentheses (Table 1) is 
used. By adding e^ h to 410)> the familiar Heitler-
London interaction energy is obtained. The e^ h 

term is often referred to as the "exchange-repulsion" 
or "Heitler—London exchange". The e^ h term may 
be corrected for intramonomer correlation by allowing 
for higher order corrections with respect to the second 
index to produce e^h exchange correlation cor­
rections90-92 (cf. Table 1). 

There are two other exchange terms of interest 
which are only mentioned in Table 1. These are the 
exchange—induction and exchange-dispersion con­
tributions. They represent the exchange effects that 
accompany the induction and dispersion terms, re­
spectively. 

In higher orders the perturbation expansion eq 1 
branches out into a multitude of terms representing 
various couplings of several effects; for instance, an 
induction-dispersion-exchange term appears in the 
third order. Certainly, we need some insights into 
these complex, although in general, secondary terms. 
However, in practice a partitioning of the interaction 
energy would be useless if the number of these terms 
were too large. Therefore, application of the I-MP 
theory must involve a judicious choice of the most 
important terms to achieve a desired accuracy of the 
resulting interaction energy. The first results for a 
few van der Waals complexes are very promising and 
suggest that the theory may provide accurate inter­
action energies. 

B. Insight into Supermolecular MP Perturbation 
Theory 

In S-MP theory the interaction energy is defined 
as the difference between the energy of the total 
complex ("supermolecule") and constituent mono­
mers. For instance, for a cluster ABC composed of 
three monomers: A, B, and C, the interaction energy 
is defined as 

AE = E*30- £ E* (3) 
X=A,B,C 

where E^0 is the trimer energy and Ex denote 
monomer energies of X = A, B, and C. In S-MP the 
interaction energy is not expressed in the form of 
individual components as in the perturbation theory 
of intermolecular forces. The individual terms, such 
as electrostatic, induction, dispersion, and exchange 
are only implicitly and collectively reproduced in AE. 
To understand the behavior of such a mixture of 
physically different effects without decomposition 
into well-defined contributions is impossible. For­
tunately, the intrinsic relationship between S-MP 
and I-MP perturbation formalisms enables us to 
identify various intermolecular contributions within 
the S-MP interaction energies. To simultaneously 
include both pair interactions and nonadditive effects 
in larger clusters let us consider the case of a trimer. 
At the ith order of S-MP perturbation theory, the 
total energy of the trimer ABC can be decomposed 
as42 
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EASC - Zr 
X=A,B,C 

Eg + I A^ + 
X=A,B,C 

X AE& + AE%C(4) 
X>Y=A,B,C 

where (i) denotes a particular order of MP perturba­
tion theory, but it could also represent any other size-
consistent treatment of the correlation effects, such 
as coupled cluster (CC) theory. The second, third, 
and fourth terms describe, respectively, the one-, 
two-, and three-body contributions. The one-body 
term describes the effects of the geometry relaxation 
of subsystem X in the trimer. A two-body term 
XABXY describes the interaction between pairs of 
monomers, and the AE%C term represents the 
three-body contribution arising between the relaxed-
geometry monomers arranged in the same way as 
they occur in the complex. Unless explicitly stated, 
we will consider no effects due to the relaxation of 
monomer geometries. 

The expressions for the first four AE(n) are given 
in Table 2. 

The SCF interaction energy, AESCF is composed of 
already familiar HF electrostatic and exchange terms: 
39 

AESCF = £°> + & + AE^ exch "def (5) 

^SCF A new term here is AE^ . It originates from the 
mutual induction effect. In contrast to perturbation 

iSCF eind,r terms, which describe classic induction, AEdef 
may be viewed as the quantum induction which 
includes exchange effects. Indeed, quantum mechan­
ics does not allow monomer electronic densities to 
deform freely. Instead, the induction process must 
be subject to the Pauli exclusion principle. To better 
appreciate the content of AEJ^/ and its physical 
interpretation, let us consider the situation where the 
exchange effects are absent. (It may be exemplified 
by the interaction of a molecule and a proton.75) 
Then A E ^ may be represented as the infinite 
sum 

75 

A pSCF _ V >°) (6) 
re=2 

However, if the exchange effects are present, the 
series becomes rapidly divergent.75 More seriously, 
the polarization approximation leads generally to a 
qualitatively wrong description of the induction 
process. As pointed out by Gutowski and Piela57 (cf. 
also25'58'93) the reason is the lack of enforcement of 
the antisymmetry principle which creates a possibil­
ity of nonphysical electron charge transfer. That is, 
whenever the redistribution of electrons among mono­
mers provides an energy lowering, the induction 
process will carry out such a redistribution regardless 
of the Pauli principle violation. Gutowski and Piela 
advanced a convincing example OfHe-Li+ interaction 
where the induction process carried through to infin­
ity appears to remove electrons from the He atom to 
create the Li - anion with four electrons at the valence 
Is shell. 

Table 2. The Relationship between S-MP and I-MP 
Perturbation Theories 

supermolecular MP: 
order Eint = XAE«> 

intermolecular MP: 
Stat = I f ® 

(0+1) A£ S C F = A£HL + A^SCF ^ H L = £0) + ^ 

AJR .(20) 
:ind,r 

exch-def 
, ,(30) , 

^ e ind,r ^ . + 
(2) 

(3) AE<3) 

- J20> J - * (12> -I- A F ( 2 ) -I- A/7(2> 

(30) 
disp 

AE2L + AEiSi 

, (21) , (13) , 
^ 6disp ^ €es,r ^ 

(4) AE<« (40) ,(31) 
^disp ' edisp 

F<4> . 
-'exch 

J- eW J- , ( ^ ) J- , I 1 4 ) J-
disp 

The only remedy is to enforce the antisymmetry 
condition at every step of the induction process. 
Formally, using the language of I-MP perturbation 
theory, we may write an improved version of eq 6 

AELT= 1 « + exch-def (7) 

where "exch-def stands for the exchange—deforma­
tion effects. So far neither a satisfactory definition 
nor evaluation of these effects has been achieved 
despite some interesting attempts,57,94-96 and even 
practical applications of I-MP perturbation theory 
employ the SCF-deformation energy rather than any 
of the SAPT approximations. 

Yet, the exchangeless second-order induction en­
ergy offers a useful approximation to AE^f pro­
vided it is always controlled against the latter. There 
is already some experience collected which can be 
summarized as follows: 

(1) In general, e-^r is close to AE^/" in the region 
of the minimum (and further) of the PES at the HF 
level. (Applying this rule one should keep in mind 
that in the dispersion-bound complexes, if the mini­
mum at the SCF curve occurs at all, it does not 
coincide with the true one.) If the e-^r is evaluated 
with the basis set of the whole complex, it overesti­
mates AEfff

F. 
(2) In some cases e-^r may be a particularly poor 

approximation to AE^f, even qualitatively. If the 
basis set allows for derealization of electrons (i.e. one 
employs bond functions and/or the basis set of the 
dimer to describe the monomer) the unphysical 
charge transfer may take place. For instance, in the 
interaction of a chlorine anion with Ar, a substantial 
unphysical polarization of the negative ion is ob­
served, which is attributed to the partial derealiza­
tion of a negative charge to Ar. 

(3) If the multipole approximation of e-^r is used, 
or if e-^r is evaluated with enforcement of the 
localization of electrons at the monomers (e.g. by 
describing the monomer in its own basis set), the 
problem of an nonphysical charge transfer is circum­
vented, at least at the numerical level. However, the 
physical derealization effects are also blocked, and 
consequently, the e-^r term calculated in this man­
ner usually underestimates AE^f. 

(4) The uncoupled Hartree-Fock induction, e-^, 
has similar properties to e-^r and offers another 
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useful approximant of AE^f
F. It provides values of 

the induction effect which are smaller in magnitude. 
In the second order, AE(2), we see already familiar 

terms, such as the UCHF dispersion and the elec­
trostatic-correlation:39-41 

/ 2 ) _ ,(20) i(2) ?(2) A m*> — A*w J- Aiz> J- A TA* J- A P « ' (8) 

There are also the exchange and deformation terms, 
collected somewhat symbolically (their rigorous ex­
plicit forms are not known) within two terms: 
AE^ h and AE(£{. The first one gathers the ex­
change-correlation and exchange-dispersion effects. 
The second includes intramonomer correlation effects 
to the SCF deformation term AE^f. A E ^ may be 
viewed as composed of the induction correlation 
terms ( e ^ r and 6^>r in Table 1) along with ex­
change counterparts summed up to infinity. 

The general expression for the nth. order correction 
may be postulated (cf. also ref 42): 

An) A Ei(n) _ JX,n) i V Jn-i>fi J- A E1W J- A K1I' 

n = 2, 3 , . . . (9) 

where e^"' is the electrostatic correlation correction 
(which collects e(

e
1
s
,0.'n) and el1;"'0' related to the nth 

order intramolecular correlation at A and B, respec­
tively73), and e^^ are the dispersion correlation 
corrections, described in the previous section. 
AEJfef represents the intra- and intermonomer cor­
relation component to the deformation effect, and 
ABgjch represents the intramonomer correlation ef­
fects to the exchange—repulsion and exchange-
dispersion effects. 

C. Relation to Other Supermolecular Approaches 
A partitioning of the interaction energy is very 

important, both from a theoretical point of view (we 
are able to understand the physics behind the num­
bers) and a practical point of view (we control much 
better the completeness and accuracy of a particular 
calculation). It is no surprise, then, that all serious 
supermolecular attempts to evaluate intermolecular 
forces strive to introduce some means of partitioning 
the interaction energy. Several methods introduce 
the decomposition of interaction energies in the 
framework of a localized-orbital approach in a more 
or less explicit form.97-105 In this context we should 
mention two approaches which seem to be the most 
advanced and have been used for some time. These 
are the localized MP2 method101102 and the interact­
ing correlated fragments (ICF) method.97-99 Both 
are based on the idea of inter- and intramonomer 
correlation separation which is achieved through 
localization of molecular orbitals. In the localized 
MP2 approach AESCF is partitioned as shown in eq 
5, and AE<2> as follows:101 

AtfM-2-corr = A M P 2 A + A M P 2 B + E^ (10) 

where AMP2A and AMP2B are the intramonomer 
correlation contributions and the E^ is the inter­

monomer energy contribution. The first two, besides 
the monomer correlation energy, contain the electro­
static and exchange correlation contributions. The 
deformation correlation effects are also expected to 
belong to these two terms. The third term cor­
responds to our e^°l together with the exchange-
dispersion term. The advantage of this approach, 
with respect to I-MP, is its complete and consistent 
dissection of the MP2 energy. There is some disad­
vantage in a less rigorous relationship with the 
theory of intermolecular interactions as the funda­
mental terms appear blended with their exchange 
counterparts. 

D. Relation to Other Perturbation Approaches 
An important variant of the ab initio perturbation 

theory of intermolecular interactions was developed 
by van der Avoird and Wormer.106-110 Their formal­
ism may be viewed as the multipole-expanded I-MP 
theory. Basically, the electrostatic and exchange 
terms are evaluated as in the I-MP theory. Further­
more, in calculations of the respective correlation 
corrections these authors adopt a similar philosophy 
as I-MP. The difference is that the induction and 
dispersion components are in the form of a truncated 
multipole expansion a posteriori damped by some 
model damping functions to avoid divergence of the 
multipole series. The advantages of this approach 
are (i) an explicit relationship with the multipole 
expansion of the interaction energy, (ii) an analytical 
form of the induction and dispersion terms and their 
intermolecular orientation dependence, (iii) indi­
vidual van der Waals induction and dispersion coef­
ficients are neither distance nor orientation depend­
ent and may be obtained in a single ab initio 
calculation and with high accuracy. A certain draw­
back is an ex post model treatment of charge overlap 
and exchange effects. It should be stressed, though, 
that the theory is open-ended, and one can always 
replace less accurate components by some better 
approximations. The relationship to the I-MP theory 
may be very useful in this context. On the other 
hand, the I-MP theory may use the multipole-
expanded results to better elucidate the physical 
origin of individual terms, and subsequently to use 
the multipole expansion to design analytical expres­
sions. 

E. Brief Characteristics of Methods 
After outlining different ab initio methods, it is 

useful to underscore some of their major virtues and 
problems. 

The attractive features of S-MP are as follows: 
(1) It is size consistent at every level of the theory. 

That is, formally, the same amount of electron 
correlation is included in both the monomers and in 
the dimer. 

(2) It is free of arbitrary choices and approxima­
tions. 

(3) It covers the long, medium, and short ranges 
in a uniform way. 

(4) If MP perturbation theory appears poorly 
convergent or divergent, extension to the fully com­
plete and general CC technique is well defined and 
natural. 
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(5) It is easy to apply due to the wide availability 
of the state-of-the-art quantum chemistry codes. 

However, the fact tha t the interaction energy is 
calculated indirectly causes some inconveniencies. 
Because of basis set effects, it is generally impossible 
to calculate monomer and dimer energies in eq 3 with 
a smaller error than the interaction energy. There­
fore, one should ensure a consistent evaluation of the 
eq 3, which means a basis set consistent calculation 
of monomer and dimer energies. The basis set 
consistency requirements leads to the counterpoise 
technique to avoid the so-called basis set superposi­
tion error (cf. section III.A.l). Another problem is 
that S-MP alone offers little insight into the nature 
of the interaction. This drawback may be largely 
alleviated by parallel I-MP calculations, or by a 
localized MP2 approach.100"102 

The I-MP perturbation theory is the most natural 
and elegant way of expressing the interaction energy 
which directly provides us with individual compo­
nents. It should be stressed that without I-MP there 
would be little understanding of S-MP results. I-MP 
is also size consistent, and since the interaction 
energy is calculated directly, it is basis set consistent 
and does not require any counterpose corrections. The 
inconvenient side of the I-MP expansion is that it 
involves extra convergence problems of the expansion 
with respect to the interaction operator, combined 
with enforcing the Pauli principle. Because the 
convergence properties may vary from system to 
system, and there is some arbitrariness in the choice 
of higher order corrections, a comparison with the 
S-MP and/or S-CC results is often necessary and 
always useful. In fact, the state-of-the-art I-MP 
calculations employ the SCF interaction energy from 
S-MP rather than its SAPT approximation. We 
believe that one should view I-MP and S-MP as 
largely complementary, and the question as to which 
one is better has little foundation. 

The problems with both approaches, supermolecu-
lar and intermolecular, begin when dealing with 
open-shell systems, transition states, and excited 
states which require multireference starting points. 
In these cases a single-reference MP perturbation 
theory is not a good choice, although it still may be 
efficient in some instances. 

At this point, the Cl-type methods, such as MR-
SDCI100 and ICF,97-98 become very important. 
Whereas they do not seem to be competitive with MP 
perturbation theory and CCSD(T) as long as one 
deals with well-behaving closed-shell systems, they 
are necessary for open-shell ones. A major obstacle 
involved in these methods is the size-inconsistency 
problem which requires special corrections which are 
never exact. Moreover, the size inconsistency couples 
with basis set inconsistency and removal of the basis 
set superposition error becomes more involved. In 
contrast to S-MP perturbation theory, these methods 
are less t ransparent to a user. They require a great 
deal of expertise in configuration interaction tech­
niques and in judicious choices of one-particle basis 
sets and configuration basis sets. A great success of 
this approach was a very accurate benchmark cal­
culation of He2.98'100 High-quality results for alkaline 
earth metal dimers111 should also be mentioned. 

Table 3. Summary of Nonadditive Effects Arising in 
S-MP 

order 
of S-MP 

AEacF 

AEi2) 

A£<3) 

A£(4) 

nonadditive 
I-MP term 

HL (10) 
^exch eexch 

AE& 
<2J c h 

(30) 
fcdisp 

AE& 

AE2L 
(40) 

edisp 
(31) 

^disp 

A B ^ 
a One of the subsystems 

permanent moments. 

rc-body 
nonadditivity 

3, 4, ..., ra-body 

3, 4, ..., rc-body 

3, 4, ..., ra-body 

3, 4, ..., rc-body 

3-body 

3, 4, ..., 7i-body 

3, 4,..., rc-body 

4-body 

3-body 

3, 4, ..., rc-body 

3, 4,..., w-body 

asymptotic 
behavior 
a b 

e-aR 

R-" 

R-" 
e-aR 

R-9 

R-" 
e-aR 

R-12 

R-9 

R-" 
e-aR 

e-aR 

e-aR 

e-aR 

e-aR 

has a permanent moment.b No 

Calculations for a system with many electron valence 
shells (the Ar dimer) have been less accurate so far.112 

F. Ab initio Theory of Nonadditive Effects 

According to the perturbation theory of intermo­
lecular forces, any nonadditive interaction is com­
posed of three fundamental nonadditives: exchange, 
polarization, and dispersion. The relationship be­
tween S-MP and I-MP theories outlined above can 
easily be extended to nonadditive interactions if we 
keep in mind which I-MP corrections are additive (cf. 
Table 1). The perturbational contents of the S-MP 
nonadditive interaction energies are shown in Table 
3. It is seen that all the fundamental nonadditivities 
are included if the S-MP calculations are carried out 
through the third order. Furthermore, such MP3 
calculations will reproduce these nonadditivities at 
least at the HF level of theory (in case of dispersion 
nonadditivity it is UCHF level of theory). In trimers 
of rare gases, where the overall nonadditivity is 
largely determined by the dispersion effect, a more 
advanced treatment of dispersion which takes into 
account the in t e r - in t r a correlation coupling may be 
necessary (see below). 

The exchange nonadditivity is perhaps the most 
difficult to interpret physically, as it results from the 
nonclassical exchange effect which may be related to 
overlap. It is known that in the interactions of three 
spherically symmetric species, such as rare gas 
atoms, the exchange nonadditivity is attractive in the 
configuration of the equilateral triangle and repulsive 
in the collinear-trimer configuration. This fact can 
be explained in terms of a different overlap in both 
cases. In an interacting pair of atoms, the electron 
clouds of individual atoms will modify to avoid 
overlap, and thus the electrons will be pushed out 
from the interatomic region. A third atom will 
experience less overlap when it approaches perpen­
dicular to the bond formed by the other two (as in 
the configuration of a triangle), and more overlap if 
it approaches either of the terminal atoms as in the 
linear configuration. The first approach is energeti­
cally favorable (attractive) since it involves a reduced 



van der Waals Clusters from ab Initio Calculations Chemical Reviews, 1994, Vol. 94, No. 7 1731 

overlap, and the second approach is energetically 
unfavorable, as it involves enhanced overlap. 

When one rare gas atom in the trimer is replaced 
by a molecule, the behavior of the exchange nonad-
ditivity is additionally complicated by the fact that 
the exchange effect is a function of the orientation of 
a molecule. In our calculations we have observed 
both positive and negative values of this nonadditiv-
ity and in some instances (e.g. A^HCl, A^HF, see 
below) the anisotropy of this component was found 
to be so strong that it controlled the orientation 
behavior of the entire three-body effect. To under­
stand this type of orientational behavior one needs 
to analyze it in terms of some physical model. Cooper 
and Hutson,117 following some earlier works of Jan-
sen,119,120 have suggested that this process can be split 
into two events. First, the avoidance of overlap of 
the two Ar atoms creates a quadrupole moment on 
the Ar2 part of the cluster, the so called exchange 
quadrupole. Next, the exchange quadrupole can 
interact electrostatically with the dipole located at a 
polar molecule, for example. Indeed, the interaction 
of two Ar atoms produces a negative quadrupole 
moment, indicating that the electron density is 
pushed out from the region of the van der Waals 
bond. The interaction of the exchange quadrupole 
with the positive end of a dipole should be repulsive, 
and the interaction of the exchange quadrupole with 
the negative end of a dipole should be attractive. 
Such an interpretation is in the spirit of the HeIl-
mann-Feynmann view of a chemical bond, from 
which it follows that the quantum effects (exchange 
effects in this case) govern the modifications of the 
charge distributions, but the bonding itself results 
from the classic electrostatic interaction of charge 
clouds. This model approach to exchange nonad-
ditivity seems very promising, at least in some types 
of clusters. 

The rigorous ab intio values of the three-body 
exchange term within our treatment involve the 
evaluation of the Heitler—London energy for the 
trimer and for all the pairs of monomers. The 
Heitler-London exchange nonadditivity is obtained 
as the energy difference. Since the electrostatic part 
of the HL energy is additive, the effect obtained in 
this manner contains only the exchange nonadditiv­
ity. 

The polarization nonadditivity is much easier to 
interpret.120 In the trimer, the field generated by one 
of the monomers modifies the charge distributions 
of the other two which in turn modify their mutual 
electrostatic interaction. Consequently, the polariza­
tion nonadditivity can be either attractive or repul­
sive, unlike the pair polarization which always leads 
to more stabilization. In the case of the three 
spherically symmetric atoms, the polarization non­
additivity has a purely nonclassical charge-overlap 
character. In the interactions involving a molecule 
with two Ar atoms, the field generated by multipole 
moments of a molecule induces moments on both Ar 
atoms. The induced moments can either attract or 
repell one another depending on their mutual orien­
tations. An analytical modeling of such an effect can 
be accomplished via the multipole approximation, 
which should, at least in principle, provide a rough 

description of its anisotropy. In trimers composed 
of polar monomers the interpretation is even sim­
pler: If a pair of monomers is allowed to polarize one 
another the field which the third monomer experi­
ences is different from the combined fields of the two 
monomers in the pair. 

An ab initio treatment of polarization nonadditivity 
is based on the fact that the orbitals of individual 
monomers undergo deformations due to the field of 
the other monomers. Only such deformations of 
orbitals are allowed, however, which do not violate 
the Pauli principle pertaining to the intermonomer 
electron exchanges; otherwise, the electrons of one 
monomer would try to occupy the already occupied 
orbitals of the others. In the supermolecular SCF 
calculations such modifications are carried out to self-
consistency and the Pauli principle is automatically 
enforced. For this reason, this effect is called the 
SCF-deformation (AS^f

F) nonadditivity. Some 
nonexchange approximations to A£d^f

F, which origi­
nate from the intermolecular perturbation theory, 
have been customarily used:122123 

I ^ and 5>ffi 
ra=2 re=2 

In the first series the perturbed orbitals do not adjust 
to the remaining orbitals of the same monomer, while 
the second series includes orbital relaxation within 
monomers. Only the second series converges asymp­
totically to A£Jd̂ f

F; it is thus a proper nonexchange 
approximation to AE^/. 

The nonadditivity of dispersion energy has a 
straightforward interpretation in terms of the elec­
trostatic interactions of instantaneous multipoles 
which result from the intersystem electron correla­
tion. For this reason the leading term has been 
dubbed the triple dipole effect.124 If three monomers 
are collinear, the arrangement of instantaneous 
dipoles is favorable and the term is attractive. If, 
however, the monomers are in the triangular con­
figuration, the instantaneous dipoles induced by 
monomer A on B and C are in repulsive orientation. 
In the first approximation the three-body dispersion 
term can be evaluated using the three-body e^p 
correction which does not involve the multipole 
approximation. In such a treatment the multipole 
terms higher than the triple-dipole are also implicitly 
included along with the charge-overlap effects. This 
approximation corresponds to the UCHF level of 
theory which describes the interaction of the Har-
tree—Fock (i.e. uncorrelated) monomers. More ac­
curate approaches to the dispersion nonadditivity 
which correspond to either partially or fully cor­
related monomers require highly correlated treat­
ments125 (see below). 

///. Numerical Aspects 

A. Bottleneck: Basis Set Problem 
If it had not been for the basis set problem, a vast 

number of accurate ab initio potentials for the 
interactions of closed shell systems would have 
already been calculated. This is because the molecu-
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lar electronic structure theory necessary for these 
calculations is already available, as outlined in 
previous sections. If applied at the high level, that 
is through fourth-order including triple excitations 
(either within I-MP or S-MP frameworks), it is 
efficient enough to provide the interaction energy 
accurate within a few percent. A few cases for which 
the MP4 treatment seems to be insufficient are 
discussed later in section III.B. 

There are two main aspects of the basis set 
problem. The first is universal for any approach: to 
obtain reasonable results one must employ an ex­
tended basis set which satisfies the demands of 
molecular properties and interaction energy, not just 
those of the total molecular energy. These demands 
largely depend on the physical nature of the interac­
tion considered. In H-bonded complexes, or in clus­
ters involving polar or ionic species, the major 
concern is the electrostatic energy which requires a 
proper description of the lowest multipole moments 
and of charge overlap effects. In interactions of ions 
with nonpolar molecules or atoms, one of the domi­
nant effects is the induction energy (related to lower 
multipole polarizabilities) which encompasses the 
charge-transfer effects. Finally, in the dimers of rare 
gases the dispersion energy serves as the major 
attractive contribution. This term is the most dif­
ficult to reproduce since it is a pure correlation effect. 
Certainly, all interactions involve the exchange en­
ergy, which provides the repulsion necessary to 
create the attraction-repulsion equilibrium in the 
van der Waals region and is sensitive to the outer 
regions of the wave function, sometimes referred to 
as the "tail". Therefore, a judicious choice of a basis 
set should be based on a faithful description of the 
multipole moments, static and dynamic multipole 
polarizabilities, and the electron density at long 
distances. 

Second, any supermolecular calculation of the 
interaction energies involves the so-called basis set 
extension effect—BSE effect. That is, a calculation 
of the energy of the entire complex reproduces the 
energy of a constituent monomer within the basis set 
of the entire complex ra ther than within the mono­
mer's basis sets. The difference between the mono­
mer energy obtained with its own basis set (monomer-
centered basis set, MCBS) and the basis set of the 
entire cluster (e.g. dimer- or trimer-centered basis 
sets, DCBS or TCBS) is usually large—on the order 
of the interaction energy itself. This leads to an 
apparent inconsistency involving the subtraction of 
energies obtained with different basis sets in eq 3. 
The basis set extension effect on the monomer 
energies is termed the basis set superposition error 
(BSSE).24'25-126-130 

1. Basis Set Superposition Error 
To remedy the above-mentioned inconsistency all 

the energies in eq 3, i.e. those of monomers and that 
of the dimer, should be derived within the same basis 
set. The prescription formulated by Boys and Ber-
nardi,131 called "counterpoise procedure"; states that 
if the interaction energy is obtained as the difference 
of the dimer and the monomer energies, all the 
energies should be evaluated within the same basis 
of the whole dimer. This prescription is quite obvious 

since it requires that the dimer and the monomers 
be treated in the basis set consistent way. After all, 
if we weigh a bucket of potatoes the weight of the 
bucket should be fully subtracted to get the weight 
of the potatoes. The problem is that the calculated 
interaction energies are often too small in magnitude, 
and the counterpoise correction makes them even 
smaller. So, instead of choosing a superior basis set, 
we are tempted to blame the counterpoise procedure 
that it somehow overcorrects the interaction energy 
(as if, continuing the "potato analogy", we tried to 
manipulate the weight of the bucket instead of 
adding more potatoes to earn a better price). 

There are essentially two well-established argu­
ments in favor of the counterpoise technique. First 
the uncorrected results often reveal nonsensical 
features which disappear when the CP correction is 
applied. The CP corrected results are generally more 
stable with respect to basis set effects.43129-132-136 

However, neither the basis set stability nor the 
proximity to an accurate result should serve as 
satisfactory proofs. Much more persuasive is the 
second argument which stems from the relationship 
between I-MP interaction energies and the S-MP 
results. Only the CP-corrected S-MP values were 
shown to agree quantitatively with the I-MP results 
which are free from BSSE. The examples of such an 
agreement have been provided in refs 25, 39, 43,127, 
128, and 130. (See also van Duijneveldt et al. in this 
volume, ref 137.) Some of the most convincing 
results have been presented in ref 43. It is unfortu­
nate that the perturbational arguments in favor of 
the CP technique are tacitly disregarded by many of 
the participants in the "BSSE debate". 

Some researchers are still not satisfied with the 
CP method.138 '141 They dispute the fact that the 
interaction energy contained in the supermolecular 
energy is related to the DCBS description of monomer 
wave functions and their deformations (caused by 
induction, dispersion, and exchange effects). For 
example, the electrostatic energy corresponds to 
monomer wave functions described in DCBS, and is 
thus related to multipole moments obtained with 
DCBS. Since DCBS consists of the basis sets located 
at both monomers, the DCBS symmetry is different 
from that of the monomer symmetry. With good 
basis sets such a nonphysical basis set extension is 
insignificant and sometimes beneficial. In poor basis 
sets, however, this effect may lead to serious distor­
tions (see the next section). For this reason the basis 
set extension effect on the electrostatic energy was 
termed the secondary basis set superposition error.142 

Certainly, a basis set extension affects other prop­
erties of the interacting systems, not just the elec­
trostatic energy, and it can be defined as a difference 
between the DCBS and MCBS values of this prop­
erty.25 It has been argued that it is desirable to 
eliminate basis set extension effects on the selected 
properties. One suggested approach of this type 
completely eliminates these effects on all the proper­
ties, including the interaction energy.143 As it turns 
out, such a method yields inferior interaction energies 
in comparison to the standard CP method. For 
example, a proper description of the induction effect 
requires the inclusion of the charge derealization 
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effects (charge-transfer effects). These effects are 
facilitated by the presence of the basis set on the 
other monomer. 

Alternative treatments attempt to prevent the 
monomers from using the partner's basis set only 
when they are unperturbed, but permit them to do 
so once the deformation of the wave function is 
switched on.138-140 So far these attempts have been 
only partly successful. The question remains whether 
such a selective treatment of basis set extension 
effects is well defined. It should be stressed that the 
DCBS approach is almost always beneficial, with the 
one exception of the electrostatic energy calculated 
with poor basis sets. The benefits outweigh the 
shortcomings, so even the I-MP calculations which 
are free from BSSE are routinely carried out with 
DCBS36"38'92 and not with MCBS. 

Another unconventional definition of BSSE has 
recently been proposed by Davidson and Chakra-
vorty.144 It views BSSE as a difference between the 
monomer energy obtained with the complete basis 
set and the monomer energy calculated with the basis 
set deprived of the partner's basis set. This definition 
lumps together two qualitatively different things, 
such as errors in monomer energies, and deficiencies 
within the description of energy components. From 
a practical point of view this approach does nothing 
to address the real issue which is: What is the proper 
interaction energy within a limited basis set? 

A more thorough discussion of the basis set effects 
can be found in a recent review by Gutowski and 
Chalasihski127 and in previous reviews.24,25'145 At this 
point it is worthwhile to summarize the experience 
in this area: 

(1) The interaction energies should always be 
calculated via the CP procedure. Even if the uncor­
rected energies seem better, they are meaningless. 

(2) The magnitudes of CP correction must not be 
used to judge the quality of the interaction energy 
since they are in no way related to the error in the 
interaction energy. 

(3) If the calculated interaction energy is not 
satisfactory, one must improve the basis set. The 
quality of the interaction energy components, rather 
than the magnitude of BSSE correction, should guide 
such improvements. 

(4) If the monomer geometries are distorted in the 
course of dimer formation (e.g. bond lengths change, 
or angular deformations of monomers occur), one 
should first calculate the interaction energy with 
respect to deformed monomers, properly accounting 
for the CP correction. Next, the distortion energies 
of monomers should be calculated (either with MCBS 
or DCBS) and added to obtain the interaction energy 
between undistorted monomers. 

There are, however, some instances where it is 
convenient to use a basis set which does not produce 
a large BSSE. The gradient optimization techniques 
are routinely coded without the CP corrections, so if 
these techniques are used, it is desirable that the 
BSSE correction to the energy gradient be small. 
Sometimes it is not clear how to apply the CP 
procedure, because the separation of the complex into 
monomers is not unique.146'147 This is the case of 
transition states, reaction intermediates, and strongly 

bonded species, which may dissociate in a number 
of ways. Finally, in the case of size-inconsistent 
methods (e.g. MR-SDCI) the counterpoise technique 
is not straightforward and debatable.98"100. 

2. Choice of Basis Set 

The majority of basis sets available in the literature 
are not readily applicable to the intermolecular 
interaction problems. This is because their optimiza­
tion is focused on the lowering of the total atomic, 
ionic, and/or molecular energies, whereas the inter­
action energy is related to monomer properties (mul-
tipole moments and polarizabilities). In addition, the 
interaction energy is sensitive to the "tail" region of 
the wave function, a region of secondary importance 
to the total energy. A proper basis set must satisfy 
the demands of all four fundamental interaction 
energy components, such as electrostatics, induction, 
dispersion, and exchange. These demands may 
overlap to some extent, but in general they are not 
identical. A thorough discussion of the basis set 
dependence of the total interaction energy in the 
context of the basis set effects on its components was 
given in ref 41. Below, we will extend this discussion 
by including some of the most frequently used basis 
sets and by applying the same model, the equilibrium 
HF dimer. To this end, the interaction energy and 
its components have been evaluated for several 
commonly used basis sets of increasing size from 
3-21G to 6-311G(2df,2pd).45 The popularity of these 
basis sets stems from the fact that they are internally 
stored in the Gaussian-type programs. They are 
often referred to as standard basis sets. There is, 
however, nothing standard about them. The interac­
tion energy components were derived within the 
DCBS and MCBS frameworks. It should be reiter­
ated that the DCBS values of these components are 
implicitly reproduced in the S-MP interaction ener­
gies. The MCBS values are of interest in determin­
ing the magnitude of basis set extension effects on 
individual energy contributions. The basis set exten­
sion effect is defined as the difference between the 
DCBS and the MCBS values. To gauge the accuracy 
of the different terms we use accurate results ob­
tained with large well-tempered polarized basis set 
(see ref 41 for details) augmented with bond functions 
(see below). The results are presented in the form 
of plots in Figures 1-5. 

o. Electrostatic Energy. The electrostatic energy 
at the SCF level (Figure 1) and at the correlated level 
(Figure 2) is a very unstable term. At the SCF level, 
prior to approaching the best basis sets result, both 
the MCBS and the DCBS values oscillate around it. 
The MCBS results are better only for the 6-31G** 
basis set and the smaller ones. For larger basis sets, 
both the MCBS and the DCBS results are of compa­
rable quality. It is worthwhile to note that the 
inclusion of diffuse functions (indicated by "+") 
considerably decreases the MCBS-DCBS difference. 
One important conclusion is that the basis set 
dependence of the total CP-corrected SCF interaction 
energy closely follows the basis set dependence of the 
electrostatic energy calculated with DCBS. The 
uncorrected SCF results, on the other hand, do not 
reflect behaviors of either the MCBS or the DCBS 
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Figure 1. Basis set dependence of the total SCF interac­
tion energy (CP-corrected, AESCF; CP-uncorrected, 
AESCFunc) and electrostatic component derived with DCBS 
(<£B

0)) and MCBS (e£0)(MCBS)) for (HF)2 in equilibrium 
geometry of ref 186. 
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Figure 2. Basis set dependence of electrostatic correlation 
component derived with DCBS (e™) and MCBS 
(e^MCBS)) for (HF)2 in equilibrium geometry of ref 186. 

electrostatic energies. At the correlated level the 
electrostatic interaction is represented by e ^ , 
which is also very sensitive to the basis set (see 
Figure 2). The MCBS and the DCBS results are 
widely scattered except for those with diffuse func­
tions. The latter reveal the small MCBS-DCBS 
differences and more quickly approach the largest 
basis set result. 

b. Induction Energy. The SCF induction contribu­
tion can be described either as e ^ r or AB^e/- So far 
the experience has been that this term, if evaluated 
with DCBS, saturates quickly (see Figure 3), and has 
little effect on the basis set dependence of the SCF 
interaction energy. The use of MCBS makes the 
induction effect grossly underestimated and basis set 
dependent. Moreover, it provides a worse approxi­
mation of AE|gf

F than DCBS. In the case of induc­
tion the DCBS-MCBS difference is sometimes used 
to estimate the size of charge-transfer effects. The 
problem is that this difference is strongly basis set 
dependent and cannot be rigorously defined. The 
perturbation induction terms suffer from yet another 

-3.0 103 

-3.5 103 

-4.0 103 

Figure 3. Basis set dependence of the SCF-deformation 
energy (AJB^/) and induction components derived with 
DCBS (eg^r) and MCBS (^(MCBS)) for (HF)2 in equi­
librium geometry of ref 186. 

shortcoming discussed in section ILB. In view of the 
fact that the Pauli principle is not imposed, the 
induction energy may reveal an unphysical charge 
transfer; i.e. the electrons may flow to the partner's 
occupied space, violating the antisymmetry condi­
tion.57 This effect is insignificant in MCBS since a 
finite monomer-centered basis set tends to effectively 
localize the electrons within the monomers. DCBS, 
on the other hand, facilitates the shifting of charge. 
In such cases the e ^ r terms calculated in DCBS 
may serve as a poor approximation to AB^f

F. To 
summarize, MCBS leads to the induction energies 
which are too small and too basis set dependent, 
while DCBS may cause a charge transfer which is 
physically forbidden. It should be reiterated that 
AE^f, which is reproduced in DCBS, and is sub­
jected to Pauli principle, is free from the above-
mentioned drawbacks (cf. also section ILB). 

The induction correlation terms (not shown in 
Figure 3b) are substantially smaller than e-^ r and 
reveal a similar behavior. The MCBS values are 
unstable with respect to basis set variations, and 
consistently smaller than the DCBS values. 

c. Dispersion Energy. The dispersion energy (see 
Figure 4) has very high basis set demands which are 
difficult to satisfy. It requires polarization functions 
from low up to high angular quantum numbers. 
From a practical standpoint, the convergence slows 
down when the angular symmetry increases. In the 
same time, the technical difficulties associated with 
handling large number of basis functions rapidly 
rise.148149 Its behavior with respect to basis set 
differs from that of the electrostatic energy in that 
the dispersion energy is almost always too small in 
magnitude. Fortunately, the lack of higher polariza­
tion functions may be partly compensated by the 
basis set extension effect. That is, dispersion ener­
gies are vastly superior in DCBS than in MCBS. 

d. Exchange Energy. The exchange contribution 
eexch ^s relatively easy to reproduce with a reason­
able set describing the occupied monomer orbitals (cf. 
Figure 5). The problems associated with a too rapid 
decay of Gaussian orbitals is circumvented by using 
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Figure 4. Basis set dependence of the second-order S-MP 
term (AE{2)) and the dispersion component derived with 
DCBS (eZl) and MCBS (^(MCBS)) for (HF)2 in equilib­
rium geometry of ref 186. 
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Ô  

a 

t/*> 
T3 
H 
£ 

"̂ 

>e
x 

4 . 
U 

OJ 
-O 

T) 
H 
£ 

Z O 

Figure 5. Basis set dependence of the HL exchange 
component derived with DCBS (e£d,) and with MCBS 
(41XCh(MCBS)) for (HF)2 in equilibrium geometry of ref 
186. 

Table 4. Recommended Exponents of Polarization 
Functions Optimized for Dispersion Energy in the 
Following Molecules Interacting with He 

CH4 NH3 H2O H2S HF HCl 

/ C: 0.11° N: 0.17 O: 0.18 S: 0.1 F: 0.275 Cl: 0.15 
d(H) 0.12 0.18 0.15 0.075 0.15 

" The /(C) exponent optimized for CO is equal to 0.258. 

DCBS. It is also seen that the use of MCBS yields 
inadequate exchange energies. Higher order ex­
change terms, such as exchange correlation and 
exchange—dispersion, are also better described in 
DCBS, cf. ref 150 and 151, respectively. The higher 
order exchange effects may be collectively approxi­
mated by the difference (cf. eq 8):40'41 

r(2) <2) _ AE%ch + AEZ=U? ;i(2) (•,(12) , ,(20K 
v es,r ' ^disp'' ( H ) 

In contrast to e ^ and e^p, this difference is very 
stable with respect to basis set variations. 

To summarize, all terms, except for the electrostat­
ics with poor basis sets (up to 6-311G**), are better 

reproduced by DCBS. This is automatically granted 
in the supermolecular approach and is a usual choice 
in I-MP calculations. "Standard" basis sets should 
be considered as inappropriate, and if they ac­
cidentally provide good results, this is due to a 
fortuitous cancellation of errors. 

Two general regularities pointed out in ref 41 are 
also worth emphasizing. First, the total SCF inter­
action energies basis set effects closely follow the 
basis set effects on the electrostatic term (cf. Figure 
1). Second, the total AE(2) correlation basis set effects 
are practically determined by the basis set effects on 
both the dispersion and electrostatic correlation 
components (cf. Figure 4). 

e. Efficient Medium-Sized Basis Set. The above 
discussion rationalizes a general recommendation for 
an efficient medium basis set. The basis set should 
be of at least DZ or TZ quality, contain diffuse valence 
orbitals, and also include diffuse polarization func­
tions which are capable of reproducing the multipole 
moments and polarizabilities, as well as a significant 
portion of the dispersion energy. For atoms with 
occupied sp sets, this means that two d-type orbitals 
and one f-type orbital are needed. The two p and one 
d symmetry orbitals should be used for hydrogen. 
Several selections have been proposed in this 
context.24,152-156 Our experience is that the Sadlej's 
medium-sized polarized basis set155 offer the best 
choice. The first set of polarization functions in these 
basis sets is obtained as two contractions of four 
primitives. We recommend tha t they be augmented 
with one set of f symmetry orbitals on heavy atoms 
and one set of d symmetry orbitals on hydrogens. (In 
Table 4 we show the recommended values of the f 
exponents for some first- and second-row atoms for 
use with Sadlej's basis sets.) This prescription 
economizes on polarization functions that are neces­
sary to describe the intramonomer correlation effects, 
and usually have much higher exponents than those 
needed for dispersion energy. There is good reason 
for such a strategy. In the dispersion-dominated 
complexes these spdf-type basis sets yield interaction 
energies which are some 15—25% too small. The 
reason for this underestimation is not the intramono­
mer correlation, but the extremely slow convergence 
of angular expansion of the dispersion energy. 

In Tables 5 - 7 we provide some illustration of the 
above trends for the three model systems: Ar2, 
ArHCl, and (HF)2. These systems differ in the nature 
of their interactions. Ar2 is purely dispersion bound. 
A r - H C l is primarily dispersion bound with a con­
siderable induction component. (HF)2, a typical 
H-bonded complex, is predominantly electrostatic. 
One can see that the above strategy, without f 
functions centered at heavy atoms, provides only 
qualitative results for Ar2 and ArHCl (the interaction 
energies at the MP4 level represent, respectively, 
only 50% and 60% of the accurate interaction ener­
gies). The inclusion of f symmetry functions provides 
a substantial improvement (ca. 80%), and we may 
consider these results as quantitative approxima­
tions. Similar changes, although smaller, are ob­
served for (HF)2 in its dispersion part. The total 
interaction energy in the latter case is dominated by 
the electrostatic effect at the SCF level and thus is 
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Table 5. Partitioning of the MP4 Interaction Energy (in /iH) of Ar2 (R = 7.5 a0) (All Electron Calculations Unless 
Stated Otherwise)" 

spd spdf spdf(b-ext) 

AESCF 

AE<2) 

AE(2) 

HL 
exch 

,(10) 
fces 

, (20 ) 

(20) 
disp 

A P ( 2 ) 
A A e x c h 

AE ( 3 ) 

A P ( 4 ) 

AE<4» 
AE(4) 
AE(4) (R = 7.15 a0) 
experiment0 

196.9 
-450.0 
-255.1 

-83.1 

291.1 

-11.1 

-94.9 

-22.1 

-499.9 

72.0 

87.6 
1.4 

-42.4 
-207.8 

MP2 Results 
196.7 
-559.6 
-362.9 

SCF Decomposition 
-83.0 

291.4 

-11.8 

-95.0 

AE<2) Decomposition 
-23.3 

-614.3 

78.0 

Higher-Order Terms 
85.7 
1.5 
-63.7 
-338.6 

Other Results 

194.0 
-624.0' -
-429.9' -

-83.7 

290.2 

-12.5 

-96.6 

-36.5 

-670.3 

75.5 

85.9' 
1.7' 

-76 .4 ' 
-420.46 

-452.9' -
-413.7 

-431.2'* 
-418.16* 
-453.5 

-631.3 
-437.3 

-468.3 
CCSD(T): -421 .1 ' 

AE(4)/t-aug-cc-pVQZ' (R = 7.1 a0) 
CCSD(T)/t-aug-ee-pVQZ (R = 7.1 a0) 
experiment'' 

° The spd and spdf basis sets were taken from ref 180. The spdflb-ext) is the spdf basis set augmented with a set of bond 
functions [3s3p2dlf] from ref 169a, located in the middle of the van der Waals bond. ' Frozen-core result. ° From the potential of 
Tang and Toennies,182 quoted after ref 180, R = 7.5 a0.

 d From ref 181 at R = 7.1 a0.e From ref 164. 

easier to reproduce with better accuracy. 
f. Efficient Extended Basis Set. To get a smaller 

error in dispersion-bound complexes, of the order of 
5%, we must first circumvent the slow convergence 
of the dispersion energy with respect to increasing 
symmetries of the polarization functions. However, 
at this level of accuracy one should also consider 
other factors such as: (i) basis set saturation of 
intramolecular correlation effects; (ii) higher order 
correlation effects, above the MP4 level of theory; (iii) 
role of inner shells, in particular, the core-valence 
correlation; and (iv) role of relativistic effects. 

In this section we are primarily concerned with the 
basis set problem which is the most important. The 
basis sets appropriate for highly accurate benchmark 
calculations are the well-tempered sets of Huzinaga 
et al.,157"159 the consistently correlated basis sets of 
Dunning et al.,160 and the atomic natural orbitals of 
Almlof and Taylor.161'162 The energy-optimized sets 
of Partridge should also be mentioned.163 However, 
even the largest basis sets from the above list must 
be supplemented by additional sets of diffuse polar­
ization functions of high angular quantum numbers 
specially designed to saturate the dispersion term. 
In the benchmark He2 calculations,99'101-129 a balanced 
sequence of basis sets composed of intracorrelation 
and intercorrelation parts was used.129 The same 
philosophy was pursued in calculations of the rare 
gas dimers by Woon164'165 who employed the consis­
tently correlated basis sets to saturate the intra-
monomer correlation and an additional systematic 
sequence to saturate dispersion. A similar attempt 
for the water dimer by Feller could not reach large 

enough basis sets to achieve results of a comparable 
quality.166 

Such large basis set calculations can be performed 
for only a few small model systems. Fortunately, it 
is possible to achieve the ±5% level of accuracy by a 
small but very specific enlargement of the basis set 
which aims at overcoming the prohibitively slow 
convergence of the dispersion term. The enlargement 
includes the so-called bond functions.100-102149'167"170 

The bond functions are usually located at the center 
of the van der Waals bond, although their positions 
may be varied to improve performance. We find that 
the effect of the bond functions is not strongly 
dependent on their location. The extreme efficiency 
of these functions is demonstrated in two examples, 
Ar2 and ArHCl (Tables 5 and 6). The spdf-type basis 
sets, augmented with an extended set of bond func­
tions from ref 169, yield the binding energies which 
are very close to the accurate values (101% and 105% 
of the accurate values for Ar2 and ArHCl, respec­
tively). The major cause of this improvement is rapid 
saturation of the dispersion term. However, rather 
important negative increments are also seen for the 
electrostatic correlation term (it is of a purely charge-
overlap character). The changes of the other terms 
are less significant. Similar trends in the dispersion 
energy are observed for (HF)2 (Table 7). 

The bond functions seem to provide the dispersion 
term with a missing component which is otherwise 
difficult to reproduce. They improve a description of 
the dispersion effect halfway between the interacting 
systems. This region is particularly difficult to 
describe using atom-centered basis sets, since the 
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Table 6. Partitioning of MP4 Interaction Energy (in 
/tH) for Linear Configuration of Ar-HCl at R = 7.8888 
ao (all Electron Calculations Unless Stated 
Otherwise)" 

Table 7. Partitioning of the MP4 Interaction Energy 
(in /tH) of (HF)2 (Optimized Geometry of ref 186; All 
Electron Calculations Unless Stated Otherwise)" 

spd" spdf6 spdf(b-ext) WTdf(b-ext)c 
S" Sdf* Sdflb-ext)* WTdftb-ext)* 

AESCF 

A£ (2 ) 

AE(2) 

(10) 

HL 
exch 

i r f C F 

(20) 
e ind,r 

(12) 
feea,r 

(20) 
disp 
(22) 
ind,r 

A £ ( 2 ) . 
'-"-'exch 

A£(3> 

AEsDQ 
AEiA> 
A£(4) 

272.2 
-826.6 
-556.7 

-163.2 

733.5 

-298.1 

-394.1 

-7.4 

-926.6 

-41.3 

107.4 

159.0 
14.1 

-88.5 
-484.0 

semiempirical'' 

MP2 Results 
237.7 

-972.9 
-735.1 

250.1 
-1108.3 

-858.3 

SCF Decomposition 
-176.3 

730.3 

-316.3 

-409.9 

-165.9 

735.7 

-319.8 

-412.4 

AE(2) Decomposition 
-18.0 

-1060.1 

— 

105.2 

-86.1 

-1120.8 

-45.5 

98.6 

Higher-Order Terms 
163.3 

14.3 

-120.0 
-691.9 

175.2 
14.6 

-138.3 
-821.4 

252.0 
-1086.5 

-834.5 

-169.7 

739.3 

-317.6 

-407.9 

-67.0 

-1126.4 

-38.1 

106.5 

171.2 
23.9 

-132.1 
-795.4 
-801.8 ± 14.0 

AJESCF 

AE{2) 

AE(2) 

(10) 

es 
HL 
exch 

A£tc
f
F 

del 
(20) 
ind.r 

(12) 

es,r 
(20) 
disp 
(22) 
ind,r 

excn 

A£(3> 

/\l1sr<T\r\ 

A£<4> 

AE(4) 
CCSD(T) 

experiment1* 

-6041 -6154 
-276 -441 

-6317 -6595 

-6272 
-641 

-6913 

SCF Decomposition 
-9800 -9863 

6581 6598 

-2823 -2889 

-3484 -3539 

-9900 
6589 

-2961 

-3602 

AE{2) Decomposition 
442 457 

-2054 -2251 

-827 

1336 1353 

436 

-2449 

-808 

1372 

Higher-Order Terms 
- 6 9 - 9 8 
244 233 

146 105 
-6240 -6587 

-1296 

2226 

706 

-69726 

-7085c 

" The spd and spdf basis sets were taken from ref 183. The 
spdf (b-ext) is the spdf basis set augmented with a set of bond 
functions [3s3p2d] from ref 169a, located in the middle of the 
A r - H distance. The WTdf(b-ext) basis is the well-tempered 
basis from ref 122 augmented with the same set of bond 
functions. b From Chalasinski et al., ref 183. c Frozen-core. 
d From Hutson, ref 184. 

basis set expansion suffers from prohibitively slow 
convergence typical for expanding a function at one 
center in terms of basis set located at some remote 
center. 

The application of bond functions presents some 
new problems. Because they represent an ansatz, 
which is specific for dispersion, their effect on the 
other interaction energy terms should be controlled. 
As discussed above, only the electrostatic energy is 
prone to distortion. Therefore, bond functions should 
be optimized under the constraint that they do not 
distort the SCF electrostatic energy.101'102,162 Our 
experience is that one should additionally monitor 
the electrostatic correlation term, e ^ , which is 
extremely basis set dependent. Fortunately, the 
dispersion energy is, to a large extent, insensitive to 
choice and location of bond functions which makes 
the above conditions easier to satisfy. 

The single-point calculations with bond functions 
almost always yield considerably improved interac­
tion energies which often match, or surpass, the 
empirical accuracy.100-102'149'167"170 However, calcula­
tions for different points at the PES require a basis 
set consistent treatment to correctly predict the 
anisotropy of the interaction. There are geometries 
for which the "middle of van der Waals bond" seems 
to be easy to decide (for instance the T-shaped Ar-
Cl2 complex or the linear Ar-Cl2 complex), but there 
are also geometries where it is not clear (a T-shaped-
planar Ar-H2O complex). These problems should be 
addressed to make bond functions even more useful. 

MP2 Results 
-6272 

-616 
-6888 

-9907 

6591 

-2956 

-3602 

430 

-2472 

-800 

1426 

-165 
247 

111 
-6942c 

-7116 

" S denotes the medium-size polarized basis set.155 Sdf is 
augmented with one d symmetry orbital at H and one f 
symmetry orbital at F.41 Sdf(b-ext) includes a set of bond 
functions [3s3p2dlf] from ref 169a located in the middle of the 
van der Waals bond H-F. WTdf(b-ext) is the well-tempered 
basis set of ref 41, polarization functions and bond functions 
are the same as in Sdf(b-ext). b Frozen core approximation. 
c The effect due to relaxation of geometry of monomers is of 
the order of 5/xH. d The experimental result obtained by Quack 
and Suhm (ref 187) from the data of Miller (ref 188). e From 
Burcl et al., ref 185. 

B. Convergence of Supermolecular MP 
Perturbation Theory 

The question of the convergence of S-MP perturba­
tion theory is of utmost importance to the practical 
calculations of interaction energies. The efficient 
perturbation expansion must be convergent. It should 
also recover the major portion of the interaction 
energy through the second order, and provide ac­
curate results through the fourth order. The behav­
ior of correlation corrections, AEi2\ AEm, and the 
components of AE(4) (AEgDQ, etc.), should always be 
carefully examined. If the signs and magnitudes of 
these corrections raise doubts about the convergence 
of the whole series (for instance AE{2) is not dominant, 
AE{i) is much larger than AE(3>), it is recommended 
to check the AJB(

S
4
DQ and AEg4DTQ results against the 

CCSD and CCSD(T) calculations. The better they 
agree, the better the convergence of MP perturbation 
theory is expected. If they disagree, MP perturbation 
theory may still provide a reliable estimate of the 
interaction energy, but one is advised to make an 
extra effort to understand why it is so. 

van der Waals complexes, Ar2 (Table 5), ArHCl 
(Table 6), and (HF)2 (Table 7), exemplify a desired 
behavior of the MP perturbation theory series. Basi­
cally, the MP4 level of theory provides an accurate 
estimate of De which is slightly refined at the CCSD-
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Table 8. Convergence of the S-MP Interaction 
Energies in Dimers of Hydrides (Energies Are in fiH) 

S-MP 
term 

(H2O)2 (HF)2 (NHs)2 (CH4)2 CH4NH3 CH4H2O 
c d e f g 

AESCF -5746 -5769 -6272 -2641 236 
AE<2) -1261 -1179 - 6 4 1 - 1 8 0 1 -832 
AJB(3> 56 - 1 6 - 1 2 9 158 15 

207 207 222 158 39 

AE(4» 

- 1 4 9 
- 7 4 9 

- 6 
52 

151 
-1251 

46 
59 

-30 16 70 - 1 2 9 -63 -62 - 1 2 7 

" From Szczeiniak et al. (ref 189), equil ibrium dimer, Sf 
basis set. b From Rybak et al. (ref 36). c From Burcl et al. (ref 
185), Sdf(b-ext) basis set. d From Szczesniak et al. (ref 190), 
equilibrium trimer geometry; Sf basis set.e From Szczesniak 
et al. (ref 191), equilibrium dimer (A-conf, R = 7.5 ao), Sf basis 
set. f From Szczesniak et al. (ref 192), equilibrium dimer ( C -
H - N configuration, B(C-N) = 7.6 ao), S basis set. « From 
Szczesniak et al. (ref 168), equilibrium dimer (F-H configura­
tion B(C-O) = 6.8 a0), Sf basis set. 

(T) level. The MP perturbation theory convergence 
may, however, depend on the basis set. For example, 
in Ar2 (see Table 5) the difference between MP4-
(SDTQ) and CCSD(T) is practically zero with the 
spdf(b-ext) basis set, but amounts to 13 ^H with the 
extensive basis set of Woon164 (due to the change in 
T contributions). 

The convergence properties of MP theory largely 
depend on a considered system, and the general 
regularities should be discussed in the context of the 
interaction type. Owing to the relationship between 
the I-MP and S-MP theories, we can often use the 
knowledge of the physical contents of the individual 
AE(n) corrections to predict the convergence properties 
of the series. For electrostatically bound complexes, 
such as (HF)2 (Table 7), the AESCF term prevails as 
the van der Waals minimum is determined by the 
balance between the attractive electrostatic and 
repulsive exchange interactions, accompanied by 
smaller induction. The dispersion term is of second­
ary importance, and the electrostatic correlation is 
small. Consequently AE(2) is relatively small. AE(3} 

and AE(4) are 1 order of magnitude smaller than AE(2) 

and cancel each other to a large extent. In Table 8 
we show other examples where the behavior of 
correlation corrections is similar: (H2O)2, (NHa)2, and 
CH4H2O. 

For dispersion-bound complexes, Ar2 and ArHCl, 
represented in Tables 5 and 6, the typical features 
are (i) the bulk of exchange repulsion is present in 
AESCF, (ii) the dominant e^ ' attraction is accumu­
lated in AE<2), (hi) AE(3) and A£(4), which are deter­
mined by intramonomer correlation corrections to 
dispersion, are much smaller than AE(2) and cancel 
each other to some extent. Yet, they are absolutely 
necessary to achieve a good agreement with the 
experimental well depth. 

It is tempting to search for some patterns of 
convergence of higher terms that would be valid for 
a large number of complexes. For instance, it is 
sometimes assumed that the AE{3) and AE(4:) correc­
tions cancel each other.24 Indeed, such a cancellation 
occurs in the above discussed cases, as well as in 
complexes shown in Tables 5, 6, and 8. However, two 
comments are in order. First, this is not always true. 
For example, in the complexes involving one- or two-
electron species (H, He, H2), both corrections are 

Table 9. Convergence of the S-MP Interaction 
Energies (in fiH) in H e - F - at the Equilibrium 
Distance (R = 6.5 ao) 

S-MP term ref 175 this work 

AE{2} 

AE(3) 

AEW 

AE(4) 
AffCCSD(T) 

-237 
- 4 

-104 
117 

-228 

-255° 

-238.8 
-14.5 

-110.6 
117.3 

-242.2 
-320.0 

I-MP 
model potential - 3 l l 6 

" From ref 92. b From Ahlrichs et al. (ref 193), R - 6.47 a0. 

usually negative171172 (known exceptions are H e -
benzene173 and He-Cl2

174). Another example, where 
both AE(3) and AE{4) are negative is the Ne dimer164 

and CH4-NH3 (Table 8). Second, even if A£(3) and 
AE(4) have opposite signs, they rarely cancel exactly, 
and the residue may be significant [see (CH4)2, CH4-
NH3 and CH4H2O in Table 8]. Finally, the balance 
of A2£(3) and AE(4) may be different for various 
locations on the PES. The conclusion is that any a 
priori assumptions about the signs of AE(3) and AJE(4) 

have little foundation. 
Another regularity which is observed is that 

AEg4QQ appears to be always repulsive and the con­
tribution from triples, AE^ appears to be always 
negative. We have not seen any exceptions so far. 

One interesting observation about the dispersion 
term ef^ is that it overestimates the exact disper­
sion energy for the complexes with the III period 
elements, and underestimates the exact dispersion 
energy for the complexes of the I and II period 
elements. The next dispersion correction, e ^ , 
which appears in AE(3) (cf. eq 9) is positive in the 
former case and negative (or negligibly positive) in 
the latter, which changes the overall dispersion 
energy in the desired direction.77 Since e ^ domi­
nates the AE(3) term in dispersion-bound complexes, 
its sign and value may be used to predict the effects 
of the truncation of the MP perturbation theory series 
on the second order. One effect of such a truncation 
is that for complexes involving III period elements, 
the MP2 calculations employing dispersion-saturated 
basis sets may yield values below the accurate the 
ones (cf. Ar2 and ArHCl with best basis sets in Tables 
5 and 6). 

The convergence of MP perturbation theory should 
not be taken for granted. Some examples worth 
mentioning where the convergence problems occur 
are H e - F - and Be2. 

In the H e - F - , dimer Sadlej and Diercksen175 

demonstrated that the convergence of the MP per­
turbation theory series through the fourth order is 
suspicious; the AE(n) corrections oscillate, and the 
AE(4) term dominates (see Table 9). The well depth 
is reasonable (70% of De from the extended Tang— 
Toennies model potential), but this is because it is 
dominated by the SCF contribution. The correlation 
terms through the fourth order cancel almost exactly. 
Using the fourth-order I-MP Moszyriski et al.92 

reproduced this result showing that the unusual 
behavior is due to the large intramonomer correlation 
effects in the diffuse F - electron charge cloud. In 
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Figure 6. Definitions of geometrical parameters of the complexes discussed in section IV. b, c, i, and h the arrangements 
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particular, the electrostatic correlation and exchange 
correlation terms were found to be unusually large. 
However, only the CCSD(T) calculation managed to 
closely approach the experimental result (within a 
few percent). One can also see in Table 9 that the 
MP4 value of correlation contribution amounts to 
only 3% of the total CCSD(T) correlation contribution! 

Another unusual case, but different from HeF -, is 
that of the beryllium dimer. According to Cernusak 
et al.,176 the MP4 estimate of De agrees very well with 
the full CI result (3030 ^H172 vs 2960 /<H177). How­
ever, the fact that the CCSD(T) result is poor (2020 
fiK) and the CCSD(T) curve does not have a proper 
shape, casts doubt on the assertion of ref 176. A 
great deal of sensitivity to the basis set has also been 
reported. The problems with Be2 have been at­
tributed to avoided crossing between two hypothetical 
diabatic curves: one dissociating into 2s2(LS) atoms 
and the other dissociating into 2s2p(3P) atoms.179 

Consequently, single reference MP perturbation 
theory, as well as CC, are no longer adequate, and 
one has to conclude that the accurate MP4 result is 
due to a fortuitous cancellation of terms. Only the 
full CI has been successful in providing accurate 
results for Be2.

177 

The above discussion is intended to provide general 
ideas as to what can be expected in the S-MP 
calculations of the interaction energies and the 
possible problems. 

IV. Ab Initio Studies of van der Waals Dimers 

The van der Waals complexes involving a rare gas 
(Rg) atom bound to a molecule are extremely useful 
models in the studies of intermolecular forces. Due 
to the fact that Rg is spherically symmetric, potential 
energy surfaces of these complexes involve only three 
intermolecular degrees of freedom. This feature 
greatly simplifies many aspects of the calculations. 
More importantly, it allows for the analysis of the 
forces in the simplest terms possible. For example, 
Rg may be viewed as a structureless probe of the 
intrinsic properties of molecules to which it is bound. 
At short and intermediate intersystem distances, 
such a probing may reveal the shape of the electron 

density of a molecule. At long distances Rg may be 
used to detect molecule's propensity for the dispersion 
and induction interactions. These two features are 
crucial to the overall anisotropy of PES. 

It should be mentioned that in the Rg-molecule 
interaction, the multipole electrostatic energy is 
absent. This eliminates one important source of 
basis set effects. More fundamentally, the dispersion 
and induction energies behave variationally with 
respect to the basis set enlargement. The exchange 
energy, on the other hand, is fairly basis set inde­
pendent. On this basis, we can expect that the 
calculated interaction energies will represent upper 
bounds to the true energies. This is a very important 
consideration in attempts to determine the accuracy 
of calculated interaction potentials. 

In certain instances the relative simplicity of these 
complexes (low number of degrees of freedom) per­
mits the rigorous inversion of spectroscopic informa­
tion to generate semiempirical potential energy sur­
faces. The availability of semiempirical surfaces is 
of utmost importance to ab initio approach, as they 
help calibrate the computational approaches. 

One of the most often chosen Rg atoms in these 
complexes is Ar. Due primarily to its relatively 
strong Lewis base character, Ar can form a wide 
variety of complexes ranging from typical van der 
Waals "nonbonding" interactions to incipient donor-
acceptor complexes. In the forthcoming sections 
several complexes of the Ar-molecule type will be 
discussed and compared with complexes involving 
other Rg atoms or closed-shell species, such as Be. 
The coordinate systems of the complexes considered 
are shown in Figure 6. The summary of the recom­
mended equilibrium parameters for the discussed 
complexes is included in the Appendix Table Al. 

A. Ar-HCI: A Prototype van der Waals Complex 

The ArHCl system is one of the basic prototypes 
of anisotropic intermolecular forces. In Figure 7a,b 
the anisotropics of SCF and correlated interaction 
energies, respectively, are illustrated.183 

The anisotropy of AESCF is principally determined 
by the exchange component, e^h . The electrostatic 
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Figure 7. 0-Dependence of the interaction energy of Ar-
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SCF interaction energy and its components; (b) the cor­
related components of the interaction energy. A£(2) 
denotes the total interaction energy through the second 
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e(
es

0), deformation AE^ f
F, and induction ej^r t e r m s 

reveal approximately reciprocal anisotropy of the 
exchange term. This has a smoothing effect on the 
total SCF anisotropy. Overall, the AZ?SCF curve has 
a maximum at the linear A r - H - C l orientation, a 
minimum at the linear A r - C l - H orientation, and is 
fairly flat for the bent geometries, in the region 4 0 -
120°. 

The behaviors of various correlation terms are 
illustrated in Figure 7b. The correlation terms, AE(2) 

and e(
d
2jgp, behave in a reciprocal manner to AESCF. 

Both AE(2) and ê isp have a minimum for the linear 
A r - H - C l , a maximum for the linear A r - C l - H form, 
and a flat region 40-120°. Electrostatic correlation 
and exchange correlation terms are less significant. 

The anisotropy of total interaction energy is rep­
resented by AE(2). It is different from its components 
since it results from a delicate balance between SCF 
and correlation contributions. It has an absolute 
minimum at the linear A r - H - C l configuration, a 

barrier at about 100°, and a secondary minimum at 
the linear A r - C l - H configuration. 

Decomposition of the total interaction energy en­
ables us to analyze which fundamental components 
determine the anisotropy in a particular region. 
Whereas the dominant attractive component is al­
ways dispersion, and the dominant repulsive term 
is always exchange, these two terms alone are not 
sufficient to interpret the anisotropy of the PES. In 
fact, the induction energy, albeit much smaller than 
dispersion, is substantially more anisotropic than the 
latter and plays a crucial role in the determination 
of the global minimum A r - H - C l . Indeed, if we 
neglect the induction term, a bent structure ( 0 = 50°) 
rather than the linear one becomes the most stable. 
This is because A£^ f

F and e ( ^ r peak sharply for the 
collinear H-bonded arrangement. This has been 
attributed to the fact that the electric fields, due the 
HCl dipole and quadrupole moments, reinforce one 
another in this direction, whereas they interfere 
destructively at the Cl end.12 This interpretation is 
qualitatively correct, but the magnitude of both 
AElef and its exchangeless approximation, 4nd!r> 1S 

much larger than the interaction between the induced-
dipole and the lowest permanent moments, the dipole 
and quadrupole (see ref 183). 

The origin of the local minimum for the linear 
A r - C l - H form is also quite interesting. It is due to 
the minimum of the exchange repulsion at 0 = 180°. 
This minimum indicates an important feature of the 
HCl molecule which is a relative depletion of the 
electron density at the Cl end along the molecular 
axis.12'194 It causes the repulsive exchange effect to 
be weaker for the linear A r - C l - H form than for the 
T-shaped form ( 0 = 90°). The electron density which 
protrudes at 0 = 100-120° corresponds to 7r-lone 
pairs of Cl of the cylindrical symmetry. 

It is important to compare our potential and its 
contributions with the family of accurate empirical 
potentials of Hutson.184,195 These potentials are of the 
general form: 

V(R,0) = A(Q) exp( -bR) + Vind(R,Q) -

£ Cn(Q)Dn(R)R- (12) 
n=6,7,8 

The first term is the Born-Mayer repulsion. The 
second term simulates the induction effects. The last 
term has the form of the dispersion contribution, but 
since it is adjusted to make the total potential 
reproduce the experimental data, it additionally 
accommodates the deficiencies of the first two terms. 
Because of this adjustment it is not possible to make 
a precise comparison with the terms from ref 183 
which are "pure" exchange, induction, and dispersion 
contributions. Nevertheless, qualitative agreement 
of the exchange and dispersion terms predicted ab 
initio and in the H6(3) potential190 of eq 11 proved to 
be good. The induction term V^ of the H6(3) 
potential differed from the ab initio induction term 
since V,nd was designed to represent only the domi­
nant asymptotic contribution, while the rest of induc­
tion interaction was accommodated into the Cs term. 
In the latest improved potential,179 named H6(4,3,0), 
the induction term Vind was represented instead by 
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a "point charge plus quadrupole" model which is 
expected to be more realistic for the induction ener­
gies. 

For a prototype system, a determination of the 
accuracy of the well depths and barrier parameters 
is of great significance. The best empirical potential 
of Hutson H6(4,3,0) yields for the primary minimum 
De = 802.0 ^H and for the secondary minimum De = 
675.8 ,wH.184 Precise assessment of the accuracy is 
difficult to obtain (it may vary in different regions), 
but the absolute well depth is probably accurate to 
±14 ^H (3 cm-1),179 which constitutes an error of 
±2%. The error for the Ar -Cl -H configuration is 
expected to be larger, as pointed out in ref 196. Our 
best ab initio result is 795.4 /uH [see Table 6, MP4/ 
WTdf(b-ext)], and is expected to be in error by less 
than ±5%. This result is indeed very close to the 
empirical value. The best ab initio result for the 
secondary minimum well depth amounts to 634.8 /uH 
(obtained at the same MP4/WTdf(b-ext) level). This 
result is about 6% below the empirical value. 

B. H2O Interaction with Ar and Other 
Closed-Shell Atoms 

Complexes involving water are of particular inter­
est because they are relevant to such important 
concepts as hydrophilic and hydrophobic interactions 
and to the solvation effect. In addition, complexes 
of water with atoms are prototypes of the atom— 
triatom interactions. While the atom-diatom inter­
actions have been extensively studied and are now 
fairly well understood, a prototype atom-triatom 
complex of Ar and H2O has been the subject of several 
ab initio107,197 and spectroscopic studies198"202 only 
recently. Other complexes of water and closed-shell 
atoms have also been investigated, e.g. He-H2O,172,203 

Kr-H2O,204 and Be-H2O.205-207 Below we will de­
scribe the results for the Ar-H2O interaction ob­
tained in ref 197 in more detail and then compare it 
to interactions involving other closed-shell atoms. 

The anisotropies of the fundamental components 
of the Ar-H2O interaction at the SCF and correlated 
levels of theory are shown in Figure 8a,b, respec­
tively. The SCF component ati? = 7.09 a0 (cf. Figure 
8a) is principally determined by the exchange term 
which is the largest in magnitude and most strongly 
anisotropic. It has a saddle point between the 
hydrogens, maxima at the hydrogens, and a mini­
mum for the T-shaped configuration (© = 60°, x — 
0°). These points correspond to the relative concen­
trations (maxima) and depletions (minima) of the 
electron density of H2O in Bader's approach.208 

Interestingly, the lone electron pairs charge concen­
trations are not detected in a sharp and distinct way. 
There are only slight irregularities in a slow buildup 
of repulsion around the right angle in the perpen­
dicular plane (see below). 

The SCF deformation is much smaller than the 
exchange term, but it is strongly anisotropic and 
noticeably affects the total SCF anisotropy. Indeed, 
if we neglected this term the minimum of the SCF 
curve, at 0 = 0°, would be shifted to 60° (this is the 
minimum of the HL energy). As will be shown below, 
the induction effect has a great impact on the position 
of the global minimum on the PES. 

a 
E, HH 

Ar-H O, R=7.09 a 

coplanar perpendicular 

b 
E, HH 

Ar-H O, R=7.09 a 
coplanar perpendicular 

•1000 

-120 -60 0 
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Figure 8. 0-Dependence of the interaction energy of Ar-
H2O at the intersystem distance R = 7.09 ao corresponding 
to the equilibrium separation of the T minimum: (a) the 
SCF interaction energy and its components; (b) the cor­
related components of the interaction energy. AE(2) 
denotes the total interaction energy through the second 
order of S-MP. 

The behaviors of various correlation terms are 
illustrated in Figure 8b. The anisotropy of the 
dispersion energy is roughly reciprocal to that of the 
exchange energy. Indeed, the minima in one nearly 
coincide with maxima in the other. However, this 
pattern is not fully reflected in &E{2\ because the 
A êxch t e r m n a s ^ e same general shape as e^h . 
Thus it has a smoothing effect on the anisotropy of 

(20) 
6diap* 

The total PES for Ar-H2O adopts a very interest­
ing shape. At large R, where the interaction energy 
energy is dominated by the dispersion term, if R 
decreases, the deepest descending valley corresponds 
to the H-bond structure. In the short-range region, 
if R increases, the deepest descending valley is related 
to the T structure (where Ar is located at the face of 
a triangle formed by two lone pairs and one H atom). 
In the van der Waals minimum a very flat region is 
observed which joins these two valleys and makes 
the T-shaped and hydrogen-bond structures very 
close in energy without a barrier between them. This 
picture is in good qualitative agreement with the 
experimental findings. The calculated well depth of 
470 fiK from ref 197 provided only a lower bound to 
the true value and was estimated to be too low by 
ca. 25%. Although some earlier estimates of De were 
substantially larger (the empirical AWl potential of 
Cohen and Saykally predicted De of 796.1 /<H199 and 
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Figure 9. Comparison of qualitative features of potential 
energy surfaces of He-H2O, Ar-H2O, Kr-H2O, and Be-
H2O (see the text). 

the ab initio potential of Bulski et al. a value of 715.9 
/iH107), the recent AW2 potential of Cohen and 
Saykally198 has a well depth of 652 ^H and thus lies 
within the error bars predicted in ref 197. On the 
other hand, our very recent calculations predict De 

around 622 /iH with ±5% error.185 It is more difficult 
to corroborate the shape of the minimum region. All 
the above studies differ somewhat on this issue. The 
potentials AWl and that of Bulski et al. predict the 
T-shaped structures with 0 = 90° and 0 = 50°, 
respectively. The newer AW2 potential, on the other 
hand, predicts the hydrogen-bonded structure. While 
the AW2 potential is in qualitative agreement with 
ref 197 it does not predict a similarly wide minimum 
area which is almost isoenergetical between the 
T-shaped and hydrogen-bonded structures. No doubt, 
the Ar -H 2 O complex warrants further studies. 

It is interesting to compare the total PES for 
different a tom-H20 complexes. The anisotropies of 
the basic SCF and correlation components are quali­
tatively similar for different atoms and are, to a large 
extent, independent of the intersystem separation. In 
fact, this is a general feature of the fundamental 
components if the partner is spherically symmetric. 
What distinguishes these a tom-H20 complexes from 
one another is a different balance of the fundamental 
terms. Therefore, the shapes of PESs are different 
for these complexes and are also strongly dependent 
on the intersystem separation. To appreciate the 
qualitative differences in the van der Waals mini­
mum region, in Figure 9 we have schematically 
drawn the minimal energy paths around water for 
He, Ar, Kr, and Be. To expose various shapes of the 
PESs, the plots illustrate angular dependence of the 
following ratio of the interaction energies: the lowest 
energy at a particular angle and the global minimum 
energy. It is seen that for a compact and hard to 
polarize helium atom there is a distinct minimum at 
0 = 80° (the coplanar T-shaped structure). This 
structure is stable because of the relatively important 
role of the exchange component which is minimized 
in this configuration. For the more polarizable rare 
gas atoms, Ar and Kr, there is a very flat and wide 
minimum, ranging from 80° to 120°. Moreover, for 
Ar this minimum is wider and flatter, while for Kr 
it is somewhat shifted toward the H-bond structure. 
This shift is related to the growing role of the 
induction effect from He to Kr because of the increas-
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Figure 10. ©-Dependence of the interaction energy of Ar-
H2S at the intersystem distance R = 7.5 ao corresponding 
to the equilibrium separation of the global minimum: (a) 
the SCF interaction energy and its components; (b) the 
correlated components of the interaction energy. AE(2) 
denotes the total interaction energy through the second 
order of S-MP. 

ing polarizability. To better understand the role of 
induction effect, the complex with Be atom has also 
been studied. The Be atom is even more polarizable 
than Kr and has a very diffuse electron charge cloud. 
Indeed, this complex reveals distinct minima for two 
structures that maximize induction attraction: the 
H-bonded structure, and a C21, structure with Be 
attached to the O atom. The T-shaped orientation 
represents a barrier.205 

C. H2S-Ar Interaction 

It is interesting to compare Ar -H 2 O with its 
second-row analog Ar-H2S.1 8 5 One can see in Figure 
10a,b that fundamental components are similar. The 
difference is in the relative magnitude of the induc­
tion effect which is weaker for H2S than for H2O. 
Consequently, the H-bonded geometry is no longer 
attractive enough and the global minimum occurs for 
the T-shaped geometry (as for He-H 2 O) in agree­
ment with experimental data.209 Interestingly, in 
contrast to H e - H 2 O there is also another local 
minimum, at the H - H edge, separated from the 
T-shaped one by a barrier. With increasing R, the 
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valleys ascending from these minima join at the top 
of this barrier. With further increasing R, the barrier 
transforms into the dominant long-range valley on 
the PES. In the long range the H-bonded arrange­
ment has the lowest energy. 

Another distinct feature of the H2S-Ar interaction 
is a clear indication of the lone pairs by the exchange 
energy component which shows a maximum at © = 
80-90°, x = 90° (see below). 

D. NH3 Interaction with Ar and Other Closed-Shell 
Atoms 

Weak van der Waals complexes of ammonia are as 
interesting as those of water. Similar to water, 
ammonia, and amino groups play an important role 
in various areas of chemistry and biology. The lone 
pair of NH3 is a well-known proton acceptor. In 
contrast to water, experimental studies indicate that 
ammonia is an extremely reluctant proton do­
nor.210'211 Perhaps the only case where NH3 is 
capable of creating a hydrogen bond is the ammonia 
dimer.212'213 For these reasons the Ar-NH3 complex 
has become a subject of several ab initio106-204 and 
spectroscopic studies.211'215 Below we describe the 
Ar-NH3 interaction in more detail and then compare 
it to interactions with other closed shell atoms: Kr 
and Be. 

The anisotropics of the fundamental components 
at the SCF and correlated levels of theory are shown 
in Figure 11, parts a and b, respectively. Although 
obtained for Ar-NH3, these anisotropies are repre­
sentative of other atom-ammonia complexes. The 
difference appears only in their magnitude and 
mutual balance, and consequently in the final shape 
of total PES. 

The 0 dependence of the SCF components of Ar-
NH3 at R = 7.09 a0 is shown in Figure 11a. The total 
SCF anisotropy is principally determined by the 
exchange component (similar to the Rg-H2O case) 
which is quite typical for most dispersion bound 
complexes. The maxima of the exchange and SCF 
energies are related to the concentrations of electron 
density around the nitrogen (the lone pair) and at 
the hydrogens. 

The behaviors of the correlation terms are il­
lustrated at Figure l ib . The anisotropy of the ef^ 
term, which dominates the &E(2) energy, is reciprocal 
to that of the exchange term. However, efQ is more 
isotropic than the exchange term. Consequently, the 
global minimum of AE(2) occurs for the T-shaped 
geometry (0 = 80°, % = 60°), where the exchange 
repulsion is minimal. In contrast to water, the 
induction effect is not strong enough to make the N 
and H atoms prone to Ar attachment. 

The Kr-NH3
204 is similar to Ar-NH3. Fundamen­

tal contributions have a qualitatively similar char­
acter; the induction effect is not substantially en­
hanced despite the fact that Kr is more polarizable 
than Ar. Thus the Kr-NH3 structure is also T-
shaped. Only if a rare gas atom is replaced by Be 
(Figure 12a,b) would a dramatic increase in induction 
effect shift the position of the minimum to the C31, 
configuration with Be attached to the nitrogen lone 
pair.205 Although the electron concentrations at H 

Ar-NH , R=7.09 a 
E ' ^ H x=0-0° 3 %=60.0° 
2000 

SCF 

Ar-NH , R=7.09 a 
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Figure 11. 0-Dependence of the interaction energy of Ar-
NH3 at the intersystem distance R = 7.09 a0 corresponding 
to the equilibrium separation of the global minimum: (a) 
the SCF interaction energy and its components; (b) the 
correlated components of the interaction energy. AE(2) 
denotes the total interaction energy through the second 
order of S-MP. 

atoms also enhance induction, it is not enough to 
yield a stable H-bonded form. 

Interestingly, at large distances the PESs of all 
three complexes are determined by the deepest valley 
leading to hydrogens. On closer approach an atom 
eventually turns either to the middle of a triangle 
formed by two H atoms and the lone pair (for Ar and 
Kr) or to the lone pair (Be). 

The PES of Ar-NH3 is in qualitative agreement 
with another ab initio PES obtained by Bulski et 
al.,106 as well as with the PES from inversion of VRT 
spectra.211'215 A good comparison of all three poten­
tials is provided in ref 211. 

E. Lone Pairs in H2O, H2S, and NH3 

The concept of lone electron pairs is deeply rooted 
in chemistry, and there is no question about its 
usefulness in the interpretation and prediction of 
chemical structure and reactivity. In the context of 
intermolecular interactions, lone pairs have been 
customarily used to rationalize the configurations of 
H-bonded dimers in terms of the alignment of a lone 
pair of a proton acceptor and the H-X bond of a 



1744 Chemical Reviews, 1994, Vol. 94, No. 7 Chatasinski and Szczesniak 

a 
E, ^H 
800 

600 

400 

200 

O 

-200 

-400 

-18 

b 
E , |J.H 
600 

Be-NH , R=8.5 a 
X=O0 3 O x = 6 0 ° 

. x*\ 

X •» AE 

(10) ^ D - D - I 

exch 

\ "•"-«• - < - • • - -o- -*.-* S^ (10) 
._ SCF V AE x ^y^ /̂ +. -

•»•...*•* ^ - r - £ - ? <2C) 

, ind.r 

-120 -60 0 60 120 18 

0,deg 

Be-NH , R=8.5 a 
X=O0 3 0 x =60° 

*—* ^x 

-800 

400 

200 

0 

-200 

-400 

-600 L ^ x $ 

X AE' 

AE(2) 

SCF 

^ 

-180 -120 -60 60 120 U 

0, deg 

Figure 12. ©-Dependence of the interaction energy of Be— 
NH3 at the intersystem distance R = 8.5 ao: (a) the SCF 
interaction energy and its components; (b) the correlated 
components of the interaction energy. AJE(2) denotes the 
total interaction energy through the second order of S-MP. 

proton donor. The long-range theory of intermolecu-
lar forces, on the other hand, bypasses the concept 
of lone pairs completely, as the equilibrium struc­
tures are described in terms of interactions between 
multipole moments. Therefore, an ab initio charac­
terization of lone pairs and their relation to the 
structural properties of molecular complexes is of 
great interest. 

As noted in the preceding section, the charge 
concentrations corresponding to lone pairs in the 
water molecule are not detected in a clear way, except 
for some irregular slope in the increase of the 
exchange term for 0 from 0° to 90° at % = 90°. The 
presence of charge concentrations is difficult to notice 
if one examines solely the exchange curve. However, 
following the gradient of the exchange term, a local 
maximum appears around 60-80°. Similar maxima 
are also detected for the gradients of A£S C F and 
AE(2). They indicate that there must be a relative 
concentration of the electron density in this region. 
This is in agreement with Bader's analysis of the 
Laplacian of electron density which revealed a maxi­
mum at 68°, which he interpreted as a lone pair.208 

The existence of lone electron pairs in water has 
also been discussed by Cohen and Saykally.198 They 
noticed that the repulsive wall of their potential 
extends further from the center of mass at the lone 
pair angle than it does in between the two lone pairs. 
Analysis of the gradient of PES (or the repulsive 
component of PES) may be more conclusive in this 
regard. 

As it turns out, this weak manifestation of electron 
pairs is typical of water rather than of electron pairs 
in general. A comparison of water with H2S and 
ammonia is interesting in this context. In A r - H 2 S 
the plot of the exchange term has a very distinct 
maximum at about 80-90°, and so do the SCF and 
AE(2) curves, cf. Figure 10. Similar maxima occur 
in the exchange, SCF and AE(2) curves in NH3 at 0 
= 0°, thus indicating a presence of a lone pair at N 
(cf. Figure Ha) . To conclude, probing with Ar allows 
us to observe the presence of lone pairs in molecules. 
In NH3 and H2S the lone electron pairs appear very 
clearly. They constitute one of the structure-deter­
mining factors in complexes OfNH3 and H2S with Ar. 
However, in H2O only hints of the lone pairs are seen, 
and no direct relationship between their direction­
ality and structure can be found. As will be discussed 
below, in weak molecular complexes involving water, 
an alignment along the lone pairs of H2O does not 
occur (see below). 

In this and in the forthcoming sections we often 
compare the picture of electron density distribution 
inferred from examining the HL exchange energy 
with the Bader's plots of the Laplacian of electron 
density. Some comment on this comparison is in 
order at this point. A careful examination of Bader's 
plots leads us to believe that the quantity probed by 
the HL exchange energy is not the overall density, 
but the density in the diffuse region. The diffuse 
region is relevant to the overlap of the monomer 
charge clouds. This explains why the water lone 
pairs are not clearly visible in our analysis. The lone 
pairs in water do exist, but they have a short-range 
character. In the outer region they disappear fairly 
quickly. The lone pairs OfNH3 and H2S, on the other 
hand, disappear more slowly, thereby reaching the 
outer region. 

F. Principles Governing Equilibrium Structures in 
Rare Gas-Molecule Complexes 

van der Waals complexes involving molecules 
bound to rare gases display a wide diversity of 
equilibrium structures which elude conventional 
chemical explanations. Several attempts have been 
made in the past to reconcile these structural proper­
ties with common intuitions. These include the hard 
sphere-distr ibuted multipole model of Buckingham 
and Fowler216 (based on distributed multipole analy­
sis of Stone217), the directionality of lone pairs ap­
proach by Legon,218 the so-called molecular mechan­
ics for clusters (MMC) by Dykstra,219 the H O M O -
LUMO approach of Klemperer,220 the energy 
partitioning by Hurst et al.221 (based on the pertur­
bation approach proposed by Hayes and Stone222), 
and many others (e.g. ref 223). 

In the preceding sections (A-E) a number of com­
plexes involving Ar bound to a hydride molecule have 
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been discussed which displayed a variety of equilib­
rium structures. We are now in a position to ratio­
nalize these geometries by examination of the fun­
damental components of interaction energy. It is 
clear that two competing factors are involved in the 
determination of equilibrium structures. In the short 
range of PES the anisotropy is determined by the HL 
exchange energy which probes the outer region of the 
electron density around a molecule. As discussed 
above, this effect determines the repulsive part of 
PES. The directionality of PES at the long intersys-
tem separations is determined by the anisotropy of 
long-range forces, such as dispersion and induction. 
The equilibrium structures thus result from a deli­
cate balance between the short-range and long-range 
factors. Depending upon the intrinsic properties of 
monomers, this balance can be shifted either toward 
the short-range or toward the long-range effects. 

Let us begin with the Ar-CIL, complex.224 Each 
of the C-H bonds represents an area of concentration 
of electron density which results in strong exchange 
repulsion. The areas of the molecule which are 
favorable in terms of the exchange repulsion are, 
thus, the four faces of the CH4 tetrahedron. The 
repulsion due to the HL exchange effect is minimized 
in the center of each of the faces. The long-range 
effects in this case constitute the dispersion energy 
alone, since, due to the absence of low multipoles on 
methane, the induction effect is negligible. The 
dispersion energy represents the dominant attractive 
component. However, its anisotropy cannot overcome 
the strong directionality of repulsive forces. Ulti­
mately, the equilibrium position of Ar is on one of 
the faces of CH4, the positions which are determined 
by the minimum in the repulsive force. 

The complexes of pyramidal molecules with Rg 
atoms can be viewed as a special case of the Rg-
tetrahedral molecule, in which one vertex is replaced 
by a lone pair. Such is the case of Ar-NH3 complex. 
The position of Ar favored by the minimal exchange 
repulsion is on any face formed by the lone pair and 
two H atoms and strongly disfavors the areas around 
the H atoms. The dispersion and induction effects, 
on the other hand, favor positions facing the H atoms. 
The dispersion energy is strongly attractive, but the 
induction effect is relatively weak. Their combined 
anisotropics are not strong enough to overcome the 
directionality of the exchange effect, so the equilib­
rium geometry involves the T structure with Ar 
located on any of the lone-pair H - H faces of the 
hypothetical tetrahedron formed by the N - H bonds 
and the N lone pair. In the Ar-PH3226 complex 
involving the second-row analog of ammonia, the 
situation is very similar. Despite a strong dispersion 
attraction, the complex assumes a T configuration, 
analogous to that in Ar-NH3, due to the lack of 
substantial induction contribution. 

A tetrahedral model can also be applied to an H2O 
molecule by considering a tetrahedron spanned on 
the two O—H bonds and the two oxygen lone pairs. 
In Ar-H2O the exchange effect is minimized on 
either face which is formed by two lone pairs and one 
O—H bond. The induction effect has sharp minima 
next to the H atoms and so does the dispersion 
energy. However, the anisotropy of the former is 

much stronger. As a result of this interplay, two 
configurations of this complex, T-shaped (favored by 
the exchange effect) and H-bonded (favored by the 
induction and dispersion effects), are very close in 
energy. In fact, the calculations involving a less 
sophisticated basis set indicate that the balance is 
shifted toward the T structure. However, in the 
calculations involving a more elaborate basis set 
which leads to a better saturation of dispersion 
energy, a slight preference for the H-bonded configu­
ration is observed.226 The importance of the induc­
tion effect in stabilizing the H-bond structure is 
further underscored when we consider He-H20 
complex.173 This complex is also stabilized by the 
dispersion energy; however, due to the small polar-
izability of the He atom, the induction effect in this 
complex is much smaller than in Ar-H20. As a 
result, the complex He-H20 assumes a T configura­
tion which is favored by the exchange effect. Ar -
H2S displays a T-shaped configuration as well.185 The 
preference for this configuration can be easily ratio­
nalized in terms of a weaker induction effect, roughly 
attributable to a smaller dipole moment from that of 
H2O. 

Of the two stable configurations of Ar-HCl, the 
H-bonded one, Ar-HCl, is far more stable than the 
non-H-bonded Ar-ClH. Despite the strong prefer­
ence of the exchange effect for the Ar-ClH structure 
the induction anisotropy leads to the stronger stabi­
lization of the H-bonded structure. Indeed, as dis­
cussed above, the elimination of the induction effect 
from the total interaction would lead to a bent 
configuration of the Ar-HCl complex. Interestingly, 
by choosing a less polarizable Rg atom and a hydro­
gen halide with smaller dipole moment, the effects 
of induction can be greatly diminished to the point 
that the non-H-bonded structure becomes more stable. 
Such are the cases of He-HCl227228 and He-HBr228 

where the He-XH configuration represents a global 
minimum (cf. Table Al). 

A summary of energetics for a number of complexes 
formed by Ar with molecules of varying properties is 
shown in Table 10. The complexes of CH4, NH3, and 
H2S form T-shaped structures, while the complexes 
of H2O and HCl form H-bonded configurations. 
Meanwhile, the proton-donor abilities of molecules 
gradually increase in the same order. It is clear from 
the energy partitioning of Table 10 that the property 
which can be related to the proton-donor abilities is 
the induction effect. Since the induction effect results 
from the electrostatic polarization of Ar in the field 
of molecule, the molecules which we intuitively label 
as good proton donors are capable of creating a highly 
directional fields which are maximized along X-H 
axes. 

In a search for more precise measures of molecular 
ability to form the H-bonded structures, we have 
introduced the ratio of the induction effect to the 
dispersion effect.204 The rationale for using such a 
ratio is the following: As noted above, both dispersion 
and induction effects usually peak around the H-
bonded geometries; however, this preference for 
H-bond geometries in both cases has a different 
origin. The dispersion energy, as a purely cor­
relational term (which does not involve charges and 
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Table 10. Comparison of Rare Gas-Molecule Complexes" (AU Values in /iH) 

ArH2O 
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HL 
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A p S C F 

,(20) 
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AESCF 
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(20) 
disp 

AJS! <2) 

ArHCl 

ArCH4 (ref 224) ArNH3 (ref 214) ArH2S (ref 185) T (ref 197) HB (ref 197) non-HB (ref 183) HB (ref 183) 
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62.0 

-132.9 
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-42.8 

-757.0 

123.0 

-151.8 
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-58.9 

-176.54 
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-28.0 

-954.7 
123.3 
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-85.7 

-114.8 
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-17.8 
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71.6 

-72.8 
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-156.5 

-176.3 

111.7 

-11.1 

-542.5 

76.9 

-139.5 

472.7 

-41.0 
-146.3 

292.3 
-31.3 

-847.4 
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-163.2 

733.5 

-298.1 

-343.1 

272.2 

-7.4 

-926.6 

105.1 
0 Values originate from S basis set calculations. b The value corresponds to €|^ .(20) 

positions of nuclei), prefers the areas of strong 
overlap of the monomer electron clouds and is largely 
oblivious to how the electrons are shifted within 
monomers. The induction energy, although depend­
ent on the overlap too, strongly favors the situations 
where the electrons are shifted within monomers, i.e. 
it is sensitive to bond polarization. The ind/disp 
ratio, best described in the form of A E ^ f / e ^ , has 
proven very useful in our rationalization of why NH3 
does not form H-bond configurations even with very 
polarizable atoms, such as Kr.204 It can also be of 
value in similar analyses of other donor—acceptor 
complexes such as these discussed in the next section. 

The complexes formed by the Be atom have struc­
turally different properties.205 For example, the B e -
NH3 complex has the C$v structure with Be attached 
to the lone pair of NH3. As discussed in section IV.B 
the position of Be on the Cz axis is strongly favored 
by the induction effect which has a deep minimum 
for this orientation. Conventional wisdom has it that 
Be-NH3 is a charge-transfer complex whose direc­
tional properties are determined by the H O M O -
LUMO interaction. The effects due to derealization 
of electrons from the lone pair to the vacant Be 
orbitals are implicitly included in our AEfff

F and 
eind!r (provided the latter is derived in DCBS). The 
incipient charge transfer manifests itself in these 
energies by the unusually large A E ^ / V e ^ ratios. 
One might add at this point that this HOMO-LUMO 
interaction is not necessarily maximized along lone 
pairs of electron-donor molecules. Our calculations 
show that the Be-HaO complex205 has the C%v struc­
ture, and not a configuration with Be attached to a 
lone pair of water. 

G. Rare Gas-Halogen Molecule Complexes 

Since it was experimentally established that two 
different forms of Rg-halogen molecule complexes 
exist, a linear form and a T-shaped form, a great deal 
of attention has been paid to these systems. The A r -
ClF229 and Kr-ClF 2 3 0 complexes adopt linear equi­
librium structures, whereas the Rg-CL. systems were 
found to be T shaped.231-234 An understanding of the 
origin of these structures, as well as reliable char­
acterization and modeling of their PESs, proved to 
be a challenge for experimentalists and theoreticians 
alike. 

Ar-CIF, R=7.73 a 
-Tt - (10) 
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-120Oi. -
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Figure 13. ©-Dependence of the interaction energy of A r -
ClF at the intersystem distance R = 7.73 ao corresponding 
to the equilibrium separation of the global minimum: (a) 
the SCF interaction energy and its components; (b) the 
correlated components of the interaction energy. AJ3(2) 
denotes the total interaction energy through the second 
order of S-MP; HLD denotes the A£H L + ef°l approxima­
tion; SCFD denotes the AESCF + ef°l approximation. 

1. Ar-CIF 

There are two recent ab initio studies of the PES 
of this complex.235236 The anisotropies of fundamen­
tal components of A r - C l F at the SCF and correlated 
levels, at the distance of the global minimum (R = 
7.73 ao), are shown in Figure 13, parts a and b, 
respectively, following ref 235. The HL exchange 
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term (Figure 13a) displays a strong angular depen­
dence with minima at 0 = 0° and 100°, and maxima 
at 0 = 180° and 40°. The SCF interaction energy 
closely follows the behavior of the HL exchange 
interaction with minima and maxima at the same 0 
values. The less anisotropic SCF deformation com­
ponent is smaller in magnitude than its nonexchange 
approximation, e-2^r. 

The correlated components are shown in Figure 
13b, along with the total interaction energy. The 
dispersion energy, which provides the most important 
stabilizing contribution, displays a high degree of 
anisotropy. It has two minima for 0 = 0° and 180°, 
and a maximum for 100°. (The minimum for 0 = 
180° appears deeper than the one for 0° because the 
A r - F distance is shorter than A r - C l with the 
present choice of the origin of the coordinate system, 
see Figure 6d.) Nevertheless, the anisotropy of the 
total interaction energy (see AE(2) in Figure 13b) 
more closely resembles that of the SCF energy. 

One of the most striking features of the anisotropy 
of the interaction energy components is the observed 
minimum in the exchange repulsion for 0 = 0° which 
sets a similar trend for the SCF curve (see Figure 
13a). The minimum in the exchange repulsion 
indicates an indentation in the charge distribution 
around Cl along the molecular axis. 

One may conclude that the linear A r - C l - F and 
the T-shaped forms correspond to minima because 
the exchange repulsion is minimized for those forms. 
Indeed, the former corresponds to the electron den­
sity depletion at the Cl end, and the latter to the 
electron density depletion in the middle of the bond. 
The question is, however, why is the linear minimum 
so much deeper than the T minimum? The second 
significant factor proves to be the induction effect. 
There is a relative enhancement of the induction 
effect for the linear configuration, as the AEJj^/ term 
constitutes 22% of the dispersion effect for the linear 
minimum, but only 2% for the T minimum. 

The best estimate of De for the global minimum at 
the MP4/spdf(b-ext) level amounts to 1148 ^H (252 
cm"1) at Re = 7.73 ao237 to be compared with the 
experimental value of 1061 /iH at Re = 7.37 a0.

229 The 
accuracy of ab initio De is about ±5% and thus the 
empirical result is expected to be underestimated. 
The depth of the secondary T minimum estimated 
at the same level of theory is 710 [iH (156 cm 1) at 
i?e = 7.23 ao, again with ± 5 % error bars for Z3e.

237 

There are no experimental data for this structure and 
previous ab initio estimates were less accurate.235'236 

The shape of the PES for large R is easy to predict 
as it is determined by the dispersion and induction 
components. Therefore, the long-range part of PES 
exhibits two valleys descending toward smaller R 
which correspond to two collinear geometries, 
A r - C l - F and Ar-F—Cl, and a barrier in between 
for bent geometries. For smaller R around the van 
der Waals minimum the barrier crest splits to form 
a third, perpendicular valley. 

Experimental studies determined that A r - C l F has 
a much higher bond energy than the other complexes 
involving Ar. Also, its bending force constant (kb) was 
found to be very high (over 20 times higher than in 
Ar-HCl). The unusual strength and angular rigidity 
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Figure 14. ©-Dependence of the interaction energy of Ar-
CI2 at the intersystem distance R = 8.5 ao corresponding 
to the equilibrium separation of the global minimum: (a) 
the SCF interaction energy and its components; (b) the 
correlated components of the interaction energy. AE(2) 
denotes the total interaction energy through the second 
order of S-MP; HLD denotes the AE™- + e ^ approxima­
tion; SCFD denotes the AESCF + ^ p approximation. 

of A r - C l F prompted Harris et al.229 to explain its 
properties in terms of an incipient charge transfer 
from HOMO of Ar to LUMO of ClF. Our calculations 
indicate that the chief factor in the stabilization of 
this complex is the depletion in charge distribution 
at the Cl end of ClF. However, the induction effect, 
as reflected in the highly attractive A£^ f

F term, is 
of some importance too. The charge-transfer hypoth­
esis of ref 229 requires that the SCF-deformation 
energy should have a significant derealization com­
ponent. Indeed, the large def/disp ratio in the linear 
structure of A r - C l F suggests this may be the case. 
Our calculations also examined the sources of the 
high bending force constant.235 We found that the 
induction energy has no effect on kb, and the rigidity 
of the van der Waals bond is almost entirely due to 
the charge depletion on Cl. 

2. Ar-Cl2 

The anisotropies of fundamental components of the 
Ar-CI2 interaction at the SCF level and correlated 
levels of theory at the distance R = 8.5 ao are shown 
in Figure 14, parts a and b, respectively, following 
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ref 237. 
The HL exchange term (Figure 14a) displays a 

strong angular dependence with a minimum at 0 = 
90° and maxima at 0° and 180°. Close to the Cl ends 
the e^ h curve flattens, which indicates some deple­
tion of the electron density in this region, similar to 
the HCl and ClF cases, but to a far lesser degree. 
Another difference between CI2 and ClF is that the 
maxima and minima of the exchange component are 
shifted toward F in the ClF case. This is attributed 
to a shift of the c-electron density from Cl toward 
p 235 The electron density distribution in CI2 re­
sembles a dumbbell with slight indentations at its 
ends. By comparison, the ClF distribution may be 
viewed as an asymmetric dumbbell with a large dent 
at the Cl end. 

The correlation components are shown in Figure 
14b along with the total interaction energy. It is seen 
that AE(2) is actually determined by the dispersion 
term. The anisotropies of AE(2) and ef^ favor the Cl 
ends and strongly disfavor the midpoint of the Cl-Cl 
bond. Ultimately, the linear minimum is stabilized 
by the dispersion effect, whereas the T minimum is 
determined by the least repulsive value of e^h . 

Our best estimate of De for the linear minimum 
amounts to 1013 /iH at Re — 8.54 ao and that for the 
T minimum equals 943 JUH at Re = 7.16 ao. Both 
values were obtained at the MP4/spdf(b-ext) level and 
are thus expected to be accurate within ca. ±5%. The 
energy difference between both minima of ca. 70 fiH 
(15 cm""1), in favor of the linear one, slightly exceeds 
the error bars. 

The shape of the PES at large R may be predicted 
by examining the anisotropy of the dispersion and 
induction components. Thus, the long-range part of 
the PES is characterized by two valleys descending 
toward smaller R which correspond to two collinear 
geometries of Ar-CI2 (identical because of sym­
metry), and a barrier for bent geometries. Around 
the van der Waals minimum the barrier crest splits 
to form a third, perpendicular valley. 

There is a great deal of controversy concerning the 
geometry of the absolute minimum of Ar-Cl2. The 
experimental measurements detect unequivocally the 
T-shaped form,233,234 whereas the ab initio calcula­
tions consistently predict the linear form as a deeper 
minimum.236'237 One plausible argument was ad­
vanced by Tao and Klemperer.236 Namely, the en­
ergetical difference favors the linear structure by 70 
^H (according to our best estimates237). The zero-
point energy, on the other hand, favors the T con­
figuration by 82 fiR, according to estimates from ref 
236. It is doubtful, however, that the harmonic 
approximation would be valid on such a flat surface. 
Thus, high-quality dynamics studies are necessary 
to resolve the problem as to which minimum is 
preferred. 

We should add at this point that in the lowest 
triplet state of a similar complex, He—CI2, the global 
minimum corresponds to the T configuration174,238 in 
agreement with the experimental data.239 This state 
is obtained by promoting one electron from n* orbital 
to a* and results in a change of the shape of the 
repulsive wall. Due to the fact that the jr-symmetry 
density is diminished and the a-symmetry density is 

enhanced, the dumbbell becomes elongated and its 
ends become convex (as opposed to concave, in the 
ground state, see above). 

Generally, the shape of repulsive wall may have 
consequences that reach beyond the equilibrium 
structures of binary complexes. CI2 serves as good 
case in point. The crystal of CI2 has been found 
impossible to describe by using a pair potential 
involving isotropic atomic interaction sites.240 To 
remedy this problem Rodger et al. proposed the use 
of anisotropic interaction sites which resulted in very 
good description of properties in all three phases 
(including lattice dynamics in the solid state!).241 Our 
results fully support their idea of representing ex­
change repulsion around chlorine atom in the aniso­
tropic fashion. The electron density which protrudes 
in this atom at 20-60° away from the bond axis (in 
CI2, ClF, and HCl) may be interpreted as 7r-lone pair 
density which precludes spherically symmetric van 
der Waals radii. 

H. Interaction of CO-Containing Molecules with 
Ar 

The C-O bond in its various valence states is 
ubiquitous in chemistry and biology. In order to 
determine how the intrinsic properties of C-O vary 
depending upon the electronic structure of this bond 
we have studied the Ar complexes with CO and CO2 
molecules,242'243 as well as with the simplest molecule 
containing the carbonyl group, H2CO.244 While the 
chemical properties of these molecules are different, 
the CO part reveals very similar behavior in the van 
der Waals complexes with Ar. Below, we describe 
the Ar-CO complex in more detail and compare it 
with the other two species. 

1. Ar-CO 

The PES of the Ar-CO complex has only one 
minimum related to the T-shaped geometry.242 The 
ab initio estimate of bond energy amounts to 496 ^H 
at Re = 7.0 ao and 0 = 80°. These values agree very 
well with the experimental findings of De — 501 /uii 
at Re = 6.86 ao and 0 within the range of 6 0 -
80° 245,246 The approximate MMC model provides 
similar geometrical parameters (7.20 ao and 69°), but 
considerably overestimates De (720 ^H).247 

The anisotropies of fundamental components of 
Ar-CO interaction at the SCF and correlated levels 
of theory near the distance of the global minimum 
(R = 7.09 ao) are shown in Figure 15, parts a and b, 
respectively. The HL exchange term (Figure 15a) 
displays a strong angular dependence with a mini­
mum at 0 = 80°, and maxima at 0 = 0° and 0 = 
180°. A much higher maximum around the C atom 
indicates a more diffuse charge cloud of C than that 
of O. This feature is also seen in the Bader's plot of 
the Laplacian of electron density208 and reflects a 
larger atomic radius of the C atom. The SCF 
interaction energy follows the behavior of exchange 
interaction with minima and maxima at the same 0 
values. 

The correlated components are shown in Figure 
15b, along with the total interaction energy. The 
dispersion attraction, e^L which provides the most 
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Figure 15. ©-Dependence of the interaction energy of Ar-
CO at the intersystem distance R = 7.09 ao corresponding 
to the equilibrium separation of the global minimum: (a) 
the SCF interaction energy and its components; (b) the 
correlated components of the interaction energy. A£(2) 
denotes the total interaction energy through the second 
order of S-MP; SCFD denotes the AESCF + e ^ ap­
proximation. 

important stabilizing contribution, displays a high 
degree of anisotropy, reciprocal to that of the HL 
exchange energy. It is maximized a t © = 0° and 0 
= 180°, and minimized at 0 = 80°. Nevertheless, 
the anisotropy of the total interaction energy (see 
AE(2) in Figure 15b) resembles that of the SCF 
energy. Consequently, the complex adopts the T-
shaped form with the Ar atom almost perpendicular 
to the C - O axis. Two approximate models, HL+disp 
(HLD) and SCF+disp (SCFD) (see Figure 15b) cor­
rectly predict the global minimum structure. 

The origin of the anisotropy and the global mini­
mum structure may be interpreted as follows. The 
CO molecule reveals almost no charge separation, as 
evidenced by its very small dipole moment. The 
induction effect is, consequently, small and fairly 
isotropic. The shape of electron charge cloud re­
sembles that of a dumbbell which agrees with the 
findings of Bader and Essen.248 Consequently, the 
global minimum occurs in the position of the least 
repulsion, i.e. in the T configuration. 

2. Ar-CO2 

The Ar -C02 complex PES has a primary minimum 
related to the T-shaped geometry, and two equivalent 

secondary minima for the collinear geometries. Ab 
initio calculations yield the bond energy of 957 fiH 
for the global minimum at Re = 6.5 ao and 0 = 90°2 4 3 

in good agreement with the experimental estimate 
of De = 894 /iH at (6.4 a0) 90°).249 The secondary 
minimum 533 /^H at Re = 9 ao243 and © = 0° is much 
deeper than the empirical estimate of 260 piR at R = 
9.4 ao.249 The ab initio well depths are expected to 
be ±5% accurate. 

In the region of C - O bonds the fundamental 
components reveal similar anisotropy at the terminal 
oxygens to tha t in the A r - C O complex. At the C 
atom, however, the charge density is depleted, which 
agrees with the plot of Laplacian of electron density 
obtained by Bader and Kaith.250 This depletion is at 
the roots of the large width and flatness of the 
primary minimum which coincides with the lowest 
values of the exchange repulsion term. The induction 
effect is of secondary importance at both minima, as 
evidenced by the small ratios def/disp of 7% and 3% 
at the primary and secondary minima, respectively. 

3. Ar-H2CO 
The equilibrium structure of this complex is T-

shaped with the Ar atom nearly perpendicular ( 0 = 
100°) to the CO bond and in the molecular plane of 
the H2CO. The ab initio values of Re and De amount 
to 7.09 a0 and 780 (M, respectively.244 The latter 
value may be underestimated by about 25%. The 
shape of the total potential surface is complex. Its 
anisotropy for the in-plane motion of Ar (% = 0°) 
resembles that of the Ar -H 2 O complex. The aniso­
tropy for the motion of Ar in the perpendicular plane 
of H2CO {% = 90°) is very similar to that of the A r -
CO complex. The induction effect is not significant, 
as the ratio def/disp amounts to only 11%. The 
position of the global minimum is determined by the 
minimal exchange repulsion. As in the case OfH2O, 
only slight hints of the oxygen lone pairs can be seen 
in H2CO. It is conceivable that H2CO undergoes 
hindered internal rotation in this complex, as sug­
gested in the experimental microwave study.251 

I. Concluding Remarks on Anisotropy of Potential 
Energy Surfaces 

The shape of PESs of van der Waals complexes 
depends on the intrinsic properties of the monomers 
involved, such as charge distribution, anisotropy of 
polarizability, and on the ability to generate direc­
tional fields. It also varies with the intersystem 
distance. At short intersystem separations the shape 
of the electron charge cloud, as reflected by the HL 
interaction energy, represents the determining factor. 
At the long separations, where the overlap effects 
vanish, the properties which are related to the long-
range energy components play a significant role in 
determining the shape of PES. For example, at short 
distances, and around the equilibrium, the He atom 
occupies the repulsion-favored T position. At long 
distances, however, the optimal orientation of He is 
along the O—H bond of water. By increasing the 
polarizability of the Rg partner, the balance of the 
opposing forces can be tilted toward the long-range 
components. For example, in Kr -H 2 O the preferable 
position of Kr is along the O—H bond already near 
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the equilibrium distance. In yet another case of the 
Be-HaO complex, the optimal attachment of Be is 
either to the O or to the H end of H2O. Clearly, the 
PESs of these three complexes are qualitatively 
different. However, if we compare all the components 
of interaction energy in these systems, except for 
electrostatic, their anisotropies are nearly identical. 
The diverse PESs in the three cases result from a 
different balance of exchange, dispersion, and induc­
tion components, and in certain instances from a 
different role of the electrostatic contribution. The 
similarities are not limited to the H2O atom case. As 
will be shown in the forthcoming section, if H2O 
interacts with another molecule, we can by freezing 
the partner in space and rotating H2O around its 
center of mass, easily recognize that the exchange, 
dispersion, and induction anisotropies are strikingly 
similar to those in HaO-Rg. Furthermore, the three 
components have similar shapes even in the H 2O-
ion interactions. The electrostatic components show 
no similarity among the different types of interaction 
because they are most sensitive to the plus-minus 
charge separation in the molecule. 

These considerations clearly justify the transfer­
ability of exchange, dispersion, and induction param­
eters from molecule—Rg interactions to molecule-
molecule interactions. The remaining part of the 
interaction energy in the latter case corresponds to 
the multipole electrostatics, which can be easily 
described in the form of multipole expansion. In view 
of the fact that it is the anisotropy of components 
which is characteristic of a given molecule, the 
transferable parameters must be anisotropic. In 
particular, our data clearly support the notion of 
anisotropic exchange parameters, the idea that has 
been suggested in the past by Stone and Price.240 

Some attempts to characterize the anisotropy of the 
exchange repulsion have already been undertaken.252 

In the next section we will extend the above 
findings concerning the interactions between a mol­
ecule and a spherically symmetric species by substi­
tuting the latter for an anisotropic molecule. 

J. H20-Nonpolar Molecules Interactions 

The lack of distinct directionality is often regarded 
as one of the features that distinguishes the van der 
Waals interactions from hydrogen bonding. In order 
to understand the differences between these two 
types of interaction we can first examine whether 
there are any intrinsic similarities between them. 
The study of the Rg-H20 interactions has revealed 
the essential elements of the interaction energy in a 
typical van der Waals complex. When the Rg atom 
in this complex is substituted by another molecule, 
the potential energy surface becomes more complex, 
primarily due to the appearance of new intermolecu-
lar degrees of freedom. Furthermore, the interac­
tions of two nonspherical charge distributions lead 
to the appearance of multipole electrostatic terms 
which are by nature very anisotropic. The evaluation 
of the resulting PES is, no doubt, more difficult, and 
the question arises as to what extent this task could 
be simplified by applying the insights gained in 
studying molecule—Rg system to the molecule-
molecule system. Let us consider a substitution of 

Ar in H2O—Ar by molecules of gradually changing 
properties, such as octopolar CH4,168 quadrupolar 
H2,

253 and N2,
254'255 and weakly polar CO.256'257 

1. H2O-CH4 

Probing the H2O molecule with Rg and Be revealed 
that water displays a particular ability to form van 
der Waals bonds if the other species approaches from 
two distinct directions, either along the 0 - H bond 
or from the oxygen side along its C2 axis. Due to its 
tetrahedral symmetry, CH4 can be approached from 
three distinct directions: the face (F), edge (E), and 
vertex (V). In the H2O case, the exchange repulsion 
is large at the H end and much smaller at the O end. 
In the CH4 case, the exchange repulsion favors the 
F orientation and strongly precludes the V orienta­
tion. This eliminates a large number of possibilities, 
and we are left with three plausible candidates for 
the equilibrium orientation: F-H, V-O, and E-H, all 
three involving the H-bonded configurations. As 
discussed above, a good measure of the H-bond 
abilities is provided via the induction effect, and this 
effect, as shown in Table 10, is much stronger when 
the O—H bond acts as a proton donor than when the 
C-H bond does. Thus the structure F-H, which 
involves the C' • -H-O hydrogen bond, should be more 
stable than the V-O, which involves the C—H« • -O 
bond. The E-H structure also involves the C* • »H—O 
bond; however, the exchange repulsion on the edge 
of CH4 is expected to be higher than on the face, thus 
the E-H structure should slide down to the F-H 
minimum. So far these intuitions have been based 
solely on the properties of H2O and CH4 uncovered 
through the interactions with Ar. The ab initio 
calculations fully confirm these predictions.168 In­
deed, the F-H structure represents the global mini­
mum some 99 cm-1 more stable than the V-O. The 
estimated bond energy, De, for this configuration 
amounts to 1320 fiH at the C-O separation of 6.8 
ao.168 This value is underestimated by ca. 10% due 
to the unsaturation of dispersion energy. The ex­
amination of the energy components indicates that 
the stability of F-H structure results from the weak­
est exchange repulsion in this orientation, despite the 
fact that all the other attractive components favor 
either V-O (e^ ) or E-H (efZ AE^). The actual 
ratio def/disp is nearly equal in F-H and V-O con­
figurations. 

2. H2O-H2 

Analogous reasoning suggests that the H2 molecule 
can be attached to H2O either from the O side or 
along the O—H bond axis. The orientation of H2 with 
respect to H2O is expected to be determined by the 
electrostatics. The latter could be rationalized by 
considering that the negatively charged O atom 
should attract the positive end of the H2 quadrupole 
(H atoms), and the H atoms of H2O should attract 
the negatively charged midpoint of the H2 molecule. 
This leads to two possible structures of the H2O-H2 
complex. One in which the H2 approaches the O 
atom collinearly with the C2 axis (H-H-OH2) and 
the second, in which H2 is perpendicular to the 0—H 
bond (HO-H-H2). Both structures are nearly equal 
in energy, 898 vs 838 ^H.253 These estimates are 
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most likely underestimated by some 25%. The O 
approach is favored by the smaller exchange repul­
sion and by the electrostatic contribution, while the 
approach along the O-H axis is favored by the other 
components. As one might have expected, the def/ 
disp ratio strongly favors the O-H approach of H2. 

It should be mentioned at this point that neither 
CH4 (in V-O configuration OfCH4-H2O)168 nor H2 (in 
H-H-OH2)253 prefer the orientation along the lone 
pairs of H2O. If the potential energy surfaces are 
properly calculated (i.e. using the counterpoise pro­
cedure), the preferred orientations are along the C2 
axis, although the uncorrected surfaces show in both 
cases minima corresponding to the approach along 
the lone pairs. This underscores the importance of 
BSSE removal in gradient optimizations. 

3. H2O-N2 

This interaction is analogous to H2O-H2, except 
for the fact that the quadrupole moment of N2 is 
negative instead of positive. As a result, the N2 
molecule approaches the O end in such a way that 
its bond axis is perpendicular to the C2 axis of water. 
In the approach along the 0—H bond, the two bond 
axes, N2 and O—H, are (nearly) collinear. The latter 
H-bonded configuration is now the most stable with 
D6 = 1943 ^H at JJ(H-N) = 2.45 A (accuracy of ±5%). 
This configuration is also strongly favored by the def/ 
disp ratio in addition to the electrostatic term.254 

4. H2O-CO 

In this complex the H-bonded configuration is also 
the most stable, with CO attached along the O—H 
bond. As above, the orientation of CO is determined 
by electrostatics. At the HF level, which wrongly 
predicts the direction of the dipole moment of CO, 
the orientation H - O - H - C O is predicted as more 
stable. However, the second-order MP level of cor­
relation already corrects this deficiency, and the 
second-order electrostatic correlation 4sfr effectively 
inverses the complex to the correct H-O-H—OC 
configuration. Actually, both minima are expected 
to coexist. However, at the correlated level, the latter 
becomes more stable. The estimate of De for this 
minimum is 2970 ,HH.257 The dispersion energy in 
this calculation is most likely underestimated by 
some 25%. Due to a peculiar role of electrostatic 
component in this interaction, though, the overall 
error bounds are difficult to establish. A more 
reliable value of well depth in this complex might be 
obtained from the CCSD(T) calculations. 

In summary, a great deal of information is trans­
ferable from the Rg-molecule to the molecule-
molecule interactions. The optimal orientations of 
monomers in the latter can be predicted by examina­
tion of the favorable exchange and induction sites in 
the Rg-molecule interactions followed by superim­
posing the molecule-molecule electrostatic effects. In 
fact, the similarities go much deeper. We noticed 
that in the molecule—molecule interactions A-B, if 
molecule A is kept fixed in space and B rotates 
around its center of mass, the interaction energy 
components, except for electrostatics, show very 
similar anisotropy as in the Ar-B complex. Analo­
gously, if molecule B is fixed and A rotated, the 

E- HH CO-H2O, R(0-com(CO))=7.56 ao 
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Figure 16. ©-Dependence of the fundamental components 
in H2O-CO at the distance between the O atom of H2O 
and the CO center of mass equal to 7.56 ao. The H2O 
molecule is fixed in space and CO rotates by 0 around its 
center of mass. 

components, except for electrostatics, resemble these 
of the Ar-A interaction. One example is shown 
below for the H2O-CO complex in Figure 16.257 The 
figure describes the situation of H2O fixed and CO 
rotated (by ©) around its center of mass. The 
interaction energy components (indicated as solid 
lines), exclusive of electrostatics, show clear resem­
blance to those of Ar-CO interaction (cf. Figure 
15a,b). The electrostatic terms, e^0' and e ^ , have a 
crucial effect on the optimal CO orientation in this 
complex. Although, the former is larger in magni­
tude, the latter is capable of inverting CO to attain 
the energetically lower H - O - H - O C orientation. 

K. Interactions between Polar Molecules 

van der Waals complexes of polar molecules are 
primarily bound by the electrostatic interaction. The 
electrostatic interaction is believed to be responsible 
for the equilibrium monomer orientations.216,221 The 
induction and dispersion components provide ad­
ditional attraction and they are usually of similar 
magnitude. We will illustrate these interactions by 
using three important and representative examples: 
the HF dimer, the water dimer, and the ammonia 
dimer. 

1. HF Dimer 

A fairly complete summary of ab initio calculations 
has been published recently by Racine and Davidson 
(ref 258 and references therein). Here, only the most 
extensive and reliable calculations will be mentioned. 
First, it is important to comment upon the experi­
mental results. The dissociation energy, D0, mea­
sured by Miller's group,259 amounts to 4838 ̂ H with 
an error of less than 5 ,aH. In order to obtain the 
binding energy, De, which may be directly compared 
with the ab initio data, the zero-point energy must 
be included. The problem with the reliable calcula­
tion of the latter is that the harmonic approximation 
proved to be very inaccurate. Quack and Suhm187 

succeeded in calculating the anharmonic zero-point 
energy for the dimer of 2093 /J.H to the accuracy of 
±10 JUH. The anharmonic contribution is significant, 
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about 289 /uH. By using the above zero-point energy, 
the best empirical estimate of De may be obtained as 
7116 fiH, which is probably no more in error than by 
±10 /uH. Only this value may be legitimately com­
pared with an ab initio calculated well depth. 

The most exhaustive calculations of the PES (in 
terms of the number of points) has been performed 
by Kofranek et al.186'260 who used the coupled electron 
pair approximation (CEPA). These calculations were 
used to construct the best semiempirical PES of 
Quack and Suhm.187 Since CEPA neglects triples, 
and the basis set was relatively small (of the "spd" 
quality), De was not very accurate. 

Some of the reliable values of De include those of 
Rybak et al.36 obtained at the MP4 level of theory 
(6400 /iH), and results of Racine and Davidson258 at 
the CCSD(T) level of theory (6500 /iH). The I-MP 
result of 7000 /̂ H is worth mentioning. However, it 
neglected the repulsive exchange correlation contri­
bution. The discrepancy with the empirical value is, 
thus significant, ca. 10%. The basis sets used in both 
cases were roughly of the "spdf" standard (no higher 
than f symmetry polarization functions nor bond 
functions were used) and, indeed, our "spdf'-quality 
basis set in Table 6 (Sdf) yields a similar De of ca. 
6600 /iH. However, as shown in Table 6, these 
results may be improved considerably by adding bond 
functions. The most elaborate WTdf(b-ext) basis set 
yields De = 6942 //H185 within 3% of the experimental 
value. The major contributors to this increment are 
the dispersion and induction energies. An even 
better agreement is obtained at the CCSD(T)/Sdf(b-
ext) level with De equal to 7085 ̂ H.185 We should be 
aware, though, that justification of such a close 
agreement (i.e. below 3%) demands a careful reevalu-
ation of even minor assumptions, such as what 
equilibrium geometries of monomers and of the dimer 
should be used, and how they are related to the 
experimental geometries which are vibrationally 
averaged. In our calculation185 the effects of geom­
etry relaxation were estimated at ca. 5 ^H. 

It is interesting to analyze the source of binding 
in the HF dimer. One can see in Table 6 that the 
proportion of attractive components, electrostatic— 
induction-dispersion, is 9.9:3.0:2.5. The electrostatic 
energy is an unquestionable leader. 

2. H2O Dimer 

Of all van der Waals dimers, the water dimer, and 
in particular the determination of its binding energy, 
has been the subject of the largest number of ab initio 
studies. For a comprehensive bibliography the reader 
is referred to a recent paper by van Duijneveldt-van 
de Rijdt and van Duijneveldt102 and to the recent 
review by Schemer261 (cf. also ref 262). In contrast 
to (HF)2, D0 has not been determined with spectro­
scopic accuracy and the commonly accepted experi­
mental range for De is frustratingly wide, 8600 ± 
1100 fiK (5.4 ± 0.7 kcal/mol).263 In fact, the ab initio 
estimates of van Duijneveldt-van de Rijdt and van 
Duijneveldt should be considered as more reliable. 
Their R(O-O) of 5.573 ao is very close to experimen­
tal, and the authors offer many indirect arguments 
that their result of D6 = 7540 ± 160 fiU (4.73 ±0 .1 
kcal/mol) is reliable.102 One might add here that the 

basis set and methodological standards of this work 
are expected to produce an error no larger than 5% 
(0.2 kcal/mol). These results also closely agree with 
the extended calculations of Rybak et al.36 which 
resulted in De = 7490 ± 320 /iH (4.7 ± 0.2 kcal/mol) 
by means of I-MP and "spdf quality basis set, and 
those by Feller166 with De = 7100 ± 560 /uH (4.46 ± 
0.35 kcal/mol) by means of MP4 with the aug-cc-pVTZ 
basis which is an "spdf quality basis set. 

In summary, the growing evidence from high-
quality ab initio calculations suggests that the well 
depth of the water dimer potential is far less than 
the commonly accepted value of 5.4 kcal/mol. The 
value De = 7540 ± 160 /uH (4.73 ± 0 . 1 kcal/mol) 
obtained by van Duijneveldt-van de Rijdt and van 
Duijneveldt is the most reliable. In fact, the same 
strategy applied to the HF dimer yields De within 3% 
of the empirical value. The existing analytical po­
tentials for water which were designed to match De 
of ca. 5.4 kcal/mol are bound to fail. Hopefully, the 
far-IR spectroscopy measurements will help resolve 
the present discrepancy between ab initio data and 
experiment.264 

It is interesting to analyze the source of binding 
in the H2O dimer. Close to the minimum, the 
proportion of attractive components, electrostatic-
induction-dispersion, is 11.2:2.7:2.9, which is re­
markably similar to the HF dimer case in that the 
electrostatic energy is the major factor. 

3. NH3 Dimer 

Among the three dimers considered in this section, 
the NH3 dimer is the most difficult and controversial. 
Even the equilibrium structure is a matter of hot 
debate, not to mention quantitative results for 
De 212,213,265-266 ( g e e a l s o r e f 267 for popularized 
account of this debate.) 

The microwave studies seemed to support a cyclic 
asymmetric dimer {% = 60°, in Figure 6h) with a rigid 
structure and a small dipole moment.265,266 The ab 
initio calculations,268-273 by and large, predicted a 
nonrigid dimer with very flat minimum region en­
compassing the cyclic symmetric (C211) and H-bonded 
(C8) structure as shown in Figure 17. A small dipole 
moment was postulated to result from vibrational 
averaging.269,271 A similar picture has emerged from 
the VRT study by Loeser et al.212 and its analysis by 
van Bladel et al.213 which found the dimer nonrigid 
in a number of degrees of freedom. Although it is 
now widely accepted that the dimer can move almost 
freely between a cyclic symmetric and an H-bonded 
structure, the qualitative details vary from one ab 
initio study to another. The first study employing 
moderate basis sets found that the cyclic centrosym-
metric dimer (% = 0° in Figure 6h) is more stable than 
the H-bonded C5 structure.269 The more extensive 
studies, which applied the larger basis sets and 
gradient optimization,271,272 indicated that a nearly 
linear hydrogen-bonded geometry was the equilibri­
um configuration, and the barrier to proton donor-
acceptor interchange was small (e.g. 160 /uH in the 
study by Hasset et al.271). The debate concerning the 
equilibrium structure appeared to have been resolved 
in favor of the linear H-bonded structure. However, 
in their recent study employing the extended basis 



van der Waals Clusters from ab Initio Calculations Chemical Reviews, 1994, Vol. 94, No. 7 1753 

kcal/mol 

e. 

- 2 

- 5 

NH dimer, x=0.0c 

(2D) 
'ind.r 

" • " * - j — : 

(20) tz 
TAE" 

« = - • — t-

AE S C F T + 

AE(2V 

-e 
; : L i i 

(10)1 

s 
Figure 17. Lowest energy path between the cyclic (see 
Figure 6j) and the hydrogen-bonded structure of (NH3)2 
calculated with S basis set. The values on the horizontal 
axis correspond to (0,0') angles; for a given value of 0 ' 
the angle 0 was optimized. 

sets and bond functions, Tao and Klemperer273 sug­
gested the centrosymmetric cyclic structure as the 
absolute minimum. The energy difference between 
this minimum and the hydrogen-bond geometry was 
found to be extremely small (54 fiH), of the order of 
1% of the total interaction energy. The cyclic mini­
mum appeared as a result of the use of bond func­
tions, which according to the authors' assertion, 
alleviated the geometrical bias inherent to the atom-
centered basis sets. Shortly thereafter the calcula­
tions by Cybulski,274 which employed energy parti­
tioning and the most elaborate basis set so far, called 
the results of Tao and Klemperer273 into question. He 
demonstrated that some slight improvements in the 
basis set of ref 273 led to the minimum of the C3 
symmetry. One important finding of this work is 
that the inclusion of bond functions may cause large 
distortions (percentage-wise) in the electrostatic cor­
relation, e™, term. The magnitude of these distor­
tions was found to strongly depend on the quality of 
the basis set on the H atoms, and on the position of 
bond functions (as discussed earlier, section III.A.2, 
the position of bond functions does not affect the 
dispersion energy). Cybulski's results showed that 
these distortions, which were of the order of the C2^-
C8 energy difference, led to the higher stabilization 
of the C2/, minimum in the work of Tao and Klem­
perer.273 When the basis set effects on e ^ were 
minimized, the Cs minimum was found to be more 
stable than C2/, by some 45 ̂ H. When the ^] term 
was totally eliminated (by using the SCF+disp 
model), the C8 structure appeared more stable by 150 
fill. It seems that the interpretation given by Tao 
and Klemperer273 that using bond functions reduces 
the geometrical bias of atom-centered basis sets 
might have been too optimistic. It is clear that the 
inclusion of bond functions causes distortions in the 
electrostatic correlation effect due to the appearance 
of an auxiliary center in the electrostatic term. Thus, 
contrary to Tao and Klemperer's suggestions, the 
bond functions may cause a geometrical bias. To 
minimize this bias it is necessary to saturate the 

electrostatic correlation effect (which may be difficult 
in view of the fact that it is an intrasystem correlation 
effect), or at least minimize the basis set effects on 
this term. Notwithstanding the uncertainties in the 
nature of the minimum region, the value of De = 4753 
fiR (MP2) provided by Tao and Klemperer should be, 
according to our experience, reliable within ±5%. 
(Cybulski's result at the same level amounts to 4712 
,MH.274) Clearly, further studies of the interconversion 
path of the NH3 dimer are necessary. Elucidation 
of the shape of this region is absolutely necessary to 
obtain a better agreement between the experimen­
tally observed properties of this dimer and those 
calculated via the vibrational averaging using the 
existing PES.213 A review of the latest results on the 
subject of vibrational averaging in this system by van 
der Avoird et al. can be found in this volume.275 

It is interesting to analyze the source of binding 
in the NH3 dimer. Close to the minimum, the ratio 
of attractive components, electrostatic-induction-
dispersion, is 9.2:3.6:6.2, which differs markedly from 
the HF dimer, and the H2O dimer in that the role of 
dispersion energy is dramatically enhanced. This 
also means that the NH3 dimer should be more basis 
set demanding than (HF)2 and (H2O)2. 

Among the three dimers the HF dimer appears to 
be the most thoroughly studied, both ab initio and 
experimentally. The water dimer seems to be well 
characterized by ab initio calculations, but more 
accurate experimental measurements are necessary. 
Finally, for the ammonia dimer a great deal of fine 
experimental data exists at present, but their analy­
sis requires a highly reliable ab initio PES which has 
not been generated so far. This system reveals the 
most interesting dynamics involving wide amplitude 
motions of monomers and possibly the interchange 
tunneling.213 

V. Ab Initio Studies of Nonadditive Effects 

In section ILF the theoretical aspects of many-body 
interactions have been described. Because the elec­
trostatic component of interaction energy is additive, 
there are only three fundamental components of any 
nonadditive interaction: exchange, induction, and 
dispersion. The perturbational contents of the S-MP 
perturbation theory nonadditivies in any given order 
are listed in Table 3. In the study of nonadditive 
energies the following strategy proves useful: The 
S-MP calculations are carried out to evaluate the 
three-body components of A£SCF, AB(2), and AE(3), and 
next, these components are analyzed in terms of 
I-MP-derived -HL ,(20) (or (20K ,(30) and ^ ,(30) 

cexch> c ind.r ^ 1 c ind >> cind,r> a l l u edisp 

nonadditivities.122'123,190,191'276-279 In the case of purely 
dispersion-bound clusters this strategy may be insuf­
ficient, as the accurate treatment of the dispersion 
nonadditivity requires advanced correlational ap­
proaches which allow for the inter-intra correlation 
coupling125 (see below). In forthcoming sections the 
studies of nonadditive effects in a number of clusters 
ranging from nonpolar to polar will be discussed. The 
coordinate systems used in these studies are dis­
played in Figure 18. 



1754 Chemical Reviews, 1994, Vol. 94, No. 7 Cha+asiriski and Szczesniak 

Ar Ar 

(a) 

Ar 

0 C O 

(b) 

O C O. 

(C) -Ar 

0 

H 

(d) 

• \S o 

R 

(f) 

* 
Ar A T ~ \ 

i R x \\ 
Ar Ar 

(e) 

. 0 ^ 

V o 

VN 
R 

(g) 

<h) (i) 

Figure 18. Definition of geometrical parameters of trimers 
discussed in section V. For clarity in f, g, h, and i only one 
monomer is explicitly shown. 

A. Comparison of Nonadditive Interactions in 
Trimers Involving Ar2 

In trimers containing a pair of rare gas atoms the 
total nonadditivity is repulsive for geometries which 
are close to trimer minima. Table 11 shows a 
comparison of a few trimers which contain an atom, 
quadrupolar molecule, and polar molecule in addition 
to Ar2 (the geometries of these trimers are shown in 
Figure 18). In triangular Ar3 the nonadditivity is 
dominated by two opposing effects: the HL exchange 
nonadditivity which is attractive, and the dispersion 
nonadditivity which is repulsive. The three-body 
AE(2), which in this case is governed by second-order 
exchange effects, is also sizable. A similar pattern 
is retained in trimers containing a quadrupolar 
molecule. In trimers containing a polar molecule the 
polarization nonadditivity becomes equally important 
to the other components. 

To illustrate the dependence of nonadditive terms 
upon the orientation of a molecule in a trimer we 
display (Table 11) two configurations for Ar2CO2

243 

and Ar2HCl122'279 trimers corresponding in each case 
to the global and secondary minima. The dispersion 
and second-order exchange nonadditivities vary 
weakly with orientation. The HL exchange nonad­
ditivity, on the other hand, is very strongly orienta­
tion dependent and so is the induction nonadditivity. 
While the latter can be easily explained by consider­
ing the direction of the polarizing field, the former 
seems to elude simple rationalization. For example, 
in the equilibrium Ar2HCl triangular complex where 
the H-Cl, pointing with its H end, is perpendicular 
to the Ar-Ar axis (Figure 18e, 0 = 0°), the exchange 

nonadditivity is repulsive, while in the secondary 
minimum Ar2ClH, where the HCl molecule is rotated 
180°, this effect is negative. As discussed in section 
ILF, the concept of electrostatic interactions involving 
the "exchange quadrupole" on Ar2 can help rational­
ize at least the sign of this effect. The interaction of 
exchange quadrupole with the positive end of HCl 
should be repulsive, as is the case of the Ar2HCl 
configuration, and the interaction of the exchange 
quadrupole with the negative end of HCl should be 
attractive, as is the case of Ar2ClH. In the second 
system, Ar2CO2, the sign of the exchange nonaddi­
tivity in the two configurations of the Ar2CO2 cluster 
(see Figure 18b,c) can also be explained in terms of 
this model if we keep in mind that the quadrupole 
moment of CO2 is negative. The same explanation 
can be used to justify the large negative value of the 
HL exchange nonadditivity in Ar2H2O. This complex 
has a configuration in which the C2 axis of water is 
perpendicular to the Ar-Ar axis and H2O points to 
Ar2 with its O end (see Figure 18d). Below we will 
justify such semiqualitative predictions on the rigor­
ous basis. 

B. Comparison of Nonadditive Effects in Trimers 
of Hydrides 

A summary of the calculated values of nonadditive 
interaction in five such trimers is shown in Table 12. 
One of the trimers is composed of nonpolar mono­
mers; the remaining ones are polar. All the clusters 
are considered in the geometry of the equilateral 
triangle with C3 (or C^h) point group symmetry. The 
orientational angles of the monomers with respect 
to the triangle skeleton are optimal (or nearly so). 

Of the five trimers, the (CHt)3 trimer behaves more 
like Ar3 than the other polar clusters. This is, of 
course, due to the fact that the first nonvanishing 
multipole moment of CH4 is the octopole moment and 
its van der Waals radius is close to that of Ar. 
Obviously, the anisotropy of the three-body interac­
tion in (CH^ is more complex than that of Ar3. 

The nonadditivity in polar clusters is entirely 
dominated by the polarization effect. The HL ex­
change nonadditivity is 1 to 2 orders of magnitude 
smaller than the polarization, and so is the three-
body dispersion. The overall three-body interaction 
is thus well approximated at the SCF level. As stated 
before, the best representation of the polarization 
nonadditivity is via the three-body SCF-deformation 
term. Its nonexchange approximation, e-^', may 
underestimate it by nearly half (as in the case of 
(HF>3), which is largely due to the neglect of the 
exchange effects, as well as the absence of orbital 
relaxation. 

The values in Table 12 may create the impression 
that the exchange nonadditivity is unimportant in 
polar clusters considered here. However, the values 
presented describe the situation in the equilibrium 
trimers. As the monomer orientations are allowed 
to vary, this impression is only partially valid (see 
Figures 19-22). The dependence of the SCF com­
ponents, HL exchange and SCF deformation, is 
shown as a function of the angle a which describes 
the orientation of monomers with respect to the 
triangle skeleton (orientation angles are varied in the 
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Table 11. Nonadd i t ive T e r m s in Ar 2 -Conta in ing T r i m e r s (All Values in //H) 

nonadditivity Ar3' Ar2CO2
6 Ar2CO2

1 Ar2H2O
1* Ar2HCl8 Ar2ClH'' Ar2HF* 

HL 
exch 

AE^ 
(30) 

Mnd-r.mult 
A£SCF 

AE(2) 

(30) 
fcdisp 
AE<3) 

AE(3) 

14.6 

-1.4 

O 

16.0 
9.2 

19.6 

17.7 
10.9 

0.8 

1.4 

2.2 
3.1 

23.3 

22.7 
27.9 

-10.7 

1.1 

-9 .6 
5.7 

16.4 

15.3 
11.5 

-14.7 

5.9 

-8 .8 
6.2 
9.5 

9.4 

4.8 

11.5 

10.7 

16.3 
8.3 

30.6 

26.3 
50.9 

-0.9 

0.8 

-0.2 

-0 .1 
4.6 

19.0 

17.7 
22.2 

24.9 

30.8 

27.6 

55.7 
-10.0 

21.5 

20.2 
65.9 

" From ref 276, equilateral triangle geometry, i?(Ar—Ar) = 7 ao.6 From ref 243, geometry in Figure 18b, KAr-Ar) = 7.1 ao, 
KC-Ar) = 7 ao-c From ref 243, geometry in Figure 18c, KAr-Ar) = 7.1 ao, KC-Ar) = 9 ao- d From ref 197, geometry in Figure 
18d, KAr-Ar) = 7.5 a0, KO-Ar) = 7.09 a0.e From refs 122 and 183, geometry in Figure 18e, 0 = 0°, R = 6.564 a0.

 f From refs 122 
and 279, geometry in Figure 18e, 0 = 180°, R = 6.409 ao. * From ref 122, geometry in Figure 18e, 0 = 0°, R = 5.631 a0. 

Table 12. Nonadditive Terms 
(Geometries Shown in Figure 
/iH) 

i n Trimers of Hydrides 
18f-i) (All Values in 

nonadditivity 
HL 

A2&7 
J20) 
find 
AEacF 

A£<2) 

(30) 

A£(3) 

AE(3) 

(CH4)S" 

-5.2 

-0 .3 

-0.2 

-5.6 
3.7 

15.5 

15.4 
13.5 

(NHa)3
6 

-68.7 

-1233.2 

-835.3 

-1301.9 
4.6 

65.0 

65.0 
-1232.3 

(H2O)3-

-89.8 

-1558.1 

-942.3 

-1648.0 
23.5 
36.0 

46.5 
-1578.0 

(HCl)3
d 

-3 .7 

-389 

-265 

-393 
5.9 

19 

25 
-362 

(HF)/ 

-175 

-2364 

-1297 

-2539 
-112 

15 

75 
-2576 

" From ref 191, R = 7.899 a0, a = 70°.6 From ref 190, J? = 
6.236 a0, a = 15°.c From ref 277, R = 5.67 a0, a = 75°. d From 
ref 278, R = 7.814 ao, a = 24.3°.e From ref 278, R = 5.16 ao, 
a = 26.9°. 

HFtr imer , R=5.159 aA 

-5000 

-1.000 10' 

1.500 104 

Figure 19. a-Dependence of the three-body components 
of the SCF nonadditive interaction of (HF)3 in a C3^ 
geometry, R = 5.159 ao-

concerted fashion). In (HD3 the SCF nonadditivity 
is indeed nearly fully determined by the SCF-
deformation term. Some role of exchange is present 
when the H atoms point to the center of the triangle 
(a = 30°) which causes strong steric repulsion. The 
H2O trimer is similar in this regard; the SCF-
deformation nonadditivity is clearly dominant. In 
the trimer of ammonia, though, the anisotropy of the 
SCF nonadditivity closely resembles that of the HL 
exchange, albeit the curves are far apart on the 
energy scale. Finally, in the CH4 trimer the SCF 
deformation is not important at all, and the entire 
nonadditivity is a combination of the exchange effects 

E,uH 
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Figure 20. a-Dependence of the three-body components 
of the SCF nonadditive interaction of (^O) 3 in a C3^ 
geometry, R = 5.669 ao-
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Figure 21. a-Dependence of the three-body components 
of the SCF nonadditive interaction of (NH3)3 in a C3/, 
geometry, R = 6.236 a0. 

(HL and second order) and of dispersion. We may 
thus conclude that in the trimers of polar systems 
the polarization effect dominates the overall nonad­
ditivity if strong proton donors (HF, H2O) are in­
volved. The exchange nonadditivity, on the other 
hand, plays a significant role in trimers involving 
weak proton donors. 

A comment regarding the basis set dependence of 
nonadditive energies in polar clusters is in order at 
this point. As discussed previously (see section 
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E, JiH Methane trimer, R=7.899 a„ 

30 50 
a, deg 

Figure 22. a-Dependence of the three-body components 
of the SCF nonadditive interaction of (CH4)3 in a Csu 
geometry, R = 7.899 a<>. 

III.A.2), the two most basis set dependent compo­
nents of the interaction energy are the electrostatic 
and dispersion energies (at any level). The former 
is additive, so this factor is entirely eliminated from 
the nonadditive interactions. The latter plays only 
a minor role in polar clusters, as shown above. Thus 
the basis set dependence of many-body energies in 
these clusters is limited to the effects pertaining to 
the exchange and induction energies. These compo­
nents, as demonstrated in section III.A.2, are fairly 
basis set independent and can be easily saturated in 
basis sets of moderate size. The fact that these terms 
are derived within the TCBS regimen only improves 
their description. Therefore, in the polar cluster 
calculations we may expect tha t the three-body 
effects will be better saturated than their two-body 
counterparts.278 It is recommended that more com­
putational effort in terms of basis set size be devoted 
to the two-body interactions. 

C. Water Trimer 

Among the hydrogen-bonded trimers (H2CO3 has 
been the most thoroughly studied. The early MBERS 
experiments indicated that the trimer has no dipole 
moment, i.e. it is probably cyclic.280 Ab initio studies 
at a moderate level of sophistication confirmed that 
the structure is indeed cyclic and found a nonsym-
metric (i.e. chiral) trimer with two free 0—H bonds 
above the plane of the three O atoms, and the third 
O-H bond below.281 In 1992 Pugliano and Saykal-
Iy282 directly observed one intermolecular IR transi­
tion which they assigned to an inversion motion 
between the two enantiomers of (D2O3 with a tun­
neling splitting superimposed (see also ref 283). 
They postulated that the interconversion between the 
enantiomers involves the flipping of one of the free 
O—H bonds to the other side of the O3 plane. This 
work precipitated a number of theoretical studies of 
the structure, energetics, and dynamics of the 
trimer.284-287 Calculations at higher levels confirmed 
the earlier predictions that the trimer is the cyclic 
Ci species. A fairly reliable trimer stabilization 
energy of Xantheas285b obtained at MP2/aug-cc-pVTZ 
level amounts to -22100 ^H (-13.87 kcal/mol) out 
of which ca. 16% corresponds to the three-body 

interaction. This result is probably accurate to 
within 5-10%. Unfortunately, no MP3 values were 
reported in this work285b to better judge the quality 
of the three-body contribution. Our own earlier 
calculations with the idealized Cy1 geometry of (!!20)3 
(R = 5.669 ao, and no monomer relaxation) yield a 
smaller percentage contribution of the nonadditive 
effects (less than 10%).277 Another reliable study by 
van Duijneveldt-van de Rijdt and van Duijneveldt286 

yields the trimer De = 23400 ^H (14.7 kcal/mol) and 
D0 = 16200 fiR (10.2 kcal/mol) at MP2. A detailed 
ab initio study of pathways to rearrangement, which 
included three flipping coordinates, established that 
the barrier to interconversion of the two enantiomers 
is very low of ca. 160 ± 160 ^H (or 0.1 ± 0.1 kcal/ 
mol)287 and involves a transition state with the 
flipping O-H lying in the O3 plane. Studies of the 
PES and nuclear dynamics of this trimer will no 
doubt continue. It is clear, that any PES of this 
trimer which would be suitable for dynamics studies 
must include the three-body interaction. 

D. Prototypical Anisotropic Trimers: Ar2HCI and 
Ar2HF 

One of the main problems which arises in studies 
of nonadditivity is the fact that the pair potentials 
are usually unknown experimentally. This is par­
ticularly true of the interactions involving molecular 
species. This fact generally precludes the verification 
of the calculated three-body potentials using experi­
mental information, as it is often done in the case of 
rare gases where such pair potentials are known with 
very high precision. There exists a handful of Rg-
molecule systems where the accurate semiempirical 
two-body potentials have recently been derived by the 
inversion of the microwave and IR data. For ex­
ample, the potentials for Ar-HF288 and Ar-HCl195 

interactions have been advanced by Hutson with 
spectroscopic accuracy. Given the fact that the Ar-
Ar potential is accurately known, the Ar2HCl and Ar2-
HF clusters have become extremely attractive targets 
for the study of nonadditive forces. 

The most interesting region of PES for these 
clusters involves variations of angles Q and <& as 
defined in Figure 18e. These angles are related to 
the three bending vibrational frequencies which 
correlate with the j = 1 rotational states of free HX 
(X = F, Cl). These frequencies have recently been 
observed spectroscopically by Saykally and co-work­
ers for Ar2HCl.289 

The three-body effects provide a sizable contribu­
tion to the interaction energy of both clusters.122 In 
the equilibrium Ar2HF trimer (© = 0°) the total 
nonadditivity evaluated through the MP3 amounts 
to 66 ^H. In the equilibrium Ar2HCl trimer (0 = 
0°) the analogous value amounts to 51 /uH. Due to 
the basis set unsaturation of the dispersion compo­
nent, both values are likely to be underestimated. 
The three-body effects modify the shapes of the total 
potentials in both clusters.279 For the in-plane varia­
tions of @, the nonadditivity in Ar2HCl makes the 
potential well shallower in the equilibrium region 
and around the secondary minimum (Figure 23). In 
Ar2HF it leads to the appearance of a double mini­
mum near the equilibrium with the barrier of ca. 12 
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Figure 23. Total interaction of Ar2HCl as a function of 
the 0 angle at $ = 0° and R = 6.564 a0 (see Figure 18e). 
The dashed line describes the two-body potential; the solid 
line corresponds to the sum of the two-body potential and 
the ab initio three-body potential. The two-body potential 
is the semiempirical Ar-HCl potential of Hutson (ref 195); 
the Ar-Ar interaction which is constant during this motion 
is omitted. 

E, U.H 
-700 

Ar HF: 0=0.0°, Total potential 

Figure 24. Total interaction of Ar2HF as a function of the 
0 angle at * = 0° and R = 5.631 a0 (see Figure 18e). The 
dashed line describes the two-body potential; the solid line 
corresponds to the sum of the two-body potential and the 
ab initio three-body potential. The two-body potential is 
the semiempirical Ar-HF potential of Hutson (ref 288); the 
Ar-Ar interaction which is constant during this motion 
was omitted. 

/uH (Figure 24). These conclusions follow from the 
comparison of our ab initio three-body terms with the 
accurate two-body potentials of Hutson.195288 For the 
out-of-plane 0 variations, the three-body terms have 
smoothing effects on the potentials for Ar2HCl and 
Ar2HF. 

The behavior of fundamental nonadditive compo­
nents for Ar2HCl is shown in Figure 25a (SCF 
components) and in Figure 25b (correlated compo­
nents). It should be stressed that in both trimers the 
overall nonadditive component follows rather well the 
behavior of the SCF nonadditivity. The total non-
additivity displays a sharp maximum at 0 = 0°, a 
minimum near 0 = 90°, and another flat maximum 
around 0 = 180°. This shape results from an 
interplay of the three fundamental nonadditivities 
(see Figure 25a). The broad minima are chiefly 
determined by the exchange effect. In the equilib­
rium region, the induction effect displays a strong 
anisotropy. The dispersion effect, which is quite 

-180 -120 -60 0 60 
0, deg 

Ar2HCl, 0=0° 

120 180 

Figure 25. ©-Dependence (at $ = 0°, R = 6.564 a0) of 
the nonadditive components in Ar2HCl: (a) the SCF 
nonadditivity and its three-body components (exchange 
( 4 ^ ) , SCF-deformation (ABfJ)); "ind(-12)" denotes the 
multipole approximated € ^ r term evaluated through 
R~12; (b) the correlated three-body components; "AE(3)" 
denotes the total three-body contribution evaluated through 
the third order of S-MP. 

sizable in Ar2HCl (and less so in Ar2HF), is much less 
anisotropic than the other two. Both dispersion and 
induction effects can be modeled using the multipole 
expansion. The analytical formula for the exchange 
term can be based on the "exchange quadrupole" 
model proposed by Cooper and Hutson.117 As dis­
cussed previously in section II.F, these authors 
proposed to interpret the anisotropic part of the 
three-body exchange effect in terms of the electro­
static interaction between the overlap-induced quad­
rupole moment of Ar2 (the so-called exchange quad­
rupole) and permanent moments of HX. Such an 
approach can be easily verified by the ab initio 
calculation of the electrostatic effect in the system 
in which we replace the trimer Ar2HX by a dimer 
composed of the Ar2 and HX monomers. The three-
body HL exchange term can then be defined as the 
following sum: 

HL eexch,ABC - E S 3 + X 3 (14) 

where ES3 is expressed as: 
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ES3 = 
^f(Ar2-HX) - ^ 0W-HX) - 410W-HX) 

where Ar' and Ar" are the two participating Ar 
atoms. ES3 is thus a nonexpended electrostatic 
energy change arising due to the exchange-induced 
rearrangement in the electron density of Ar2, and X3 
its exchange counterpart. More insights into the 
properties of these terms are gained via the exami­
nation of their radial CR coordinate in Figure 18e) 
dependence.279 As it turns out, ES3 varies as R~n 

while X3 decays exponentially. It is known that the 
HL-exchange nonadditivity can be expanded in pow­
ers of the intermolecular overlap integral S. ES3 was 
shown to gather terms proportional to S2. The S2 

terms contain among other things Coulomb integrals 
which decay as i?-".116 X3, on the other hand, 
includes terms which are proportional to S3 (and 
higher powers) which decay exponentially. We can 
thus conclude that ES3 represents the effect of 
exchange within pairs of monomers and is of the long-
range character. X3 involves effects of exchange 
among all three monomers and has a short-range 
character. The former should be strongly anisotropic 
and dominate asymptotically, while the latter should 
be important only at short distances. As was men­
tioned earlier, ES3 can be easily described using the 
multipole expansion. It is yet unclear how to model 
the X3 term. 

It should be mentioned that two semiempirical 
attempts have already been undertaken by Hutson 
and co-workers to reconstruct the three-body poten­
tial of Ar2HCl on the basis of spectroscopic data.117,290 

Such an effort requires an assumption of some model 
of the three-body potential. Upon its addition to the 
two-body potentials, the Schroedinger equation for 
nuclear motions is solved for spectroscopic observ-
ables. The adjustable parameters in the potential 
can then be set to accurately reproduce the vibra­
tional frequencies and rotational constants. This is 
not a trivial undertaking, since, as we tried to 
demonstrate above, the understanding of various 
nonadditive components, and the means of their 
representation, is a task which has only just begun. 
Certainly, the ab initio approach represents an 
invaluable tool toward such an understanding. The 
availability of the semiempirical three-body poten­
tials, on the other hand, is essential to assessing the 
accuracy and the basis set dependence of ab initio 
terms. Both semiempirical attempts117-290 were quite 
successful in that they provided significant new 
insights into the dynamics of A^HCl. They also 
stimulated a great deal of experimental work on this 
cluster.289 

E. Dispersion Nonadditivity in Rare Gas Trimers 
Nonadditivity of interaction energy in clusters of 

rare gases is dominated by two effects of different 
origins. One is the exchange nonadditivity, and the 
other is the dispersion effect. The former can be 
routinely calculated with very good accuracy. Al­
ready, the Hartree-Fock level calculations provide 
quite a satisfactory description of the exchange 
nonadditivity. The latter, however, requires ad­
vanced correlated treatments. These unequal re­

quirements have in the past led to some problems 
with the modeling of bulk properties (see ref 114 and 
references therein). The problem is well summarized 
in the quote from this review:114 "A central question 
is concerned with why the model of reliable two-body 
potential plus triple-dipole dispersion (DDD) often 
works so effectively when it is known that other 
nonadditive interactions of the same magnitude as 
DDD are not included in the model". Clearly, our 
present methods of calculation of dispersion nonad­
ditivity are inadequate, and a proper framework for 
the accurate treatment of this term should be estab­
lished. 

The two-body dispersion energy has been the 
subject of exhaustive studies, and the methods of its 
evaluation are pretty well established due to the 
efforts of Jeziorski, Szalewicz, and co-workers (see 
section ILA). By using the I-MP formalism,3537 

supported by the diagrammatic many-body perturba­
tion theory,32,33 the following hierarchy of dispersion-
type corrections is obtained which can be easily 
classified according to the degree of the intrasystem 
correlation effects on dispersion: 

two-body: 
(20) (21) ,(22) ,(22) (22) n rx 

edisp> edisp> eDQ,disp> eSDQ,disp' eSDQT,disp ^xo> 

where the second index in the e^p corrections refers 
to the intrasystem correlation operator. Using simi­
lar arguments, we proposed an analogous series for 
the three-body dispersion effects:125 

three-body: 
J30) (31) (32) J32) 132) /1 f tN 
edisp> edisp> eDQ,disp> eSDQ,disp> eSDQT,disp ^Ll°> 

In this series the first term, e^p, describes the 
three-body dispersion nonadditivity arising among 
the monomers represented at the Hartree-Fock (i.e. 
uncorrelated) level. The subsequent terms denote 
the corrections to dispersion resulting from varying 
levels of correlation of the monomer wave functions. 
For example, e^QT disp denotes the component of the 
dispersion effect if monomers are correlated with 
single-, double-, triple-, and quadruple-excitations. It 
is apparent that the three-body effects require a one 
order higher treatment than their two-body analogs. 
Thus, if the two-body dispersion effects are repro­
duced up through the full (22) order, the similar 
balance of intra-inter effects in the three-body case 
would require the full (32) order calculations. This 
would be rather cumbersome and impractical. How­
ever, a conclusion of great practical importance can 
be drawn from the similarity of the series of eqs 15 
and 16; namely, the convergence properties of both 
series should be analogous. Thus, if the sum of the 
first series, eq 15, is known (e.g. from ab initio 
calculations or semiempirical data) a fairly good 
estimate of the sum of eq 16 can be obtained, thus 
providing bounds to the three-body dispersion ef­
fect.125 

The relationship between S-MP and I-MP pertur­
bation theories provides an additional computational 
advantage in that it allows for the following mapping 
of the many-body dispersion terms: 
The map describes the dispersion components (right) 
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S-MP 
order: 

(i) 

2 
3 
4 
5 
6 

I-MP order, 
dispersion term: 

Oj) 

20 \ 
30 2 I x ^ 
40 31 
5 0 ^ 4 1 ^ 
6 0 ^ 5 1 ^ 

^22 
- 3 2 ^ 
M 2 ^ 

6-bdy i 

-23 
3 3 ^ 2 4 

i-bdy 4-bdy 

Table 13. S-MP and CCSD(T) Nonadditive 
Interactions (in fiH) for Hea, Ne3, and Ar3 in 
Configurations of Equilateral Triangle" 

dy 2-bdy 

which are implicitly present in the supermolecular 
AE(i) terms of the corresponding order (left). For 
example, the calculation of the combined dispersion 
effect which encompasses all the terms of the series 
of eq 15 requires the supermolecular MP4 treatment 
including S, D, T, and Q excitations. By the same 
token, to account for all the three-body terms which 
appear in eq 16, it is necessary to carry out the fifth-
order MP perturbation theory calculations (with 
inclusion of S, D, T, and Q excitations, as well). 

Alternatively, we can turn to the coupled cluster 
theory with single-, double-, and noniterative triple 
excitations (CCSD(T)), since CCSD(T) may be viewed 
as the infinite-order limit of MP perturbation theory 
with the S, D, Q, and T excitations 

AE' ccsD(T) ^ V A P«» 
ABC 

»=0 
SDQTABC (17) 

where "^" sign reminds us that the T excitations in 
CCSD(T) theory are not exact. The supermolecular 
CCSD(T) calculations of the three-body effect should 
implicitly include all the three-body dispersion terms 
present in the series eq 16. 

In summary, the accurate treatment of the disper­
sion nonadditivity requires ab initio treatments 
which are highly correlated. The supermolecular 
CCSD(T) approach, although lacking in insights into 
the internal structure of dispersion effect, is, so far, 
the most efficient means of calculating the three-body 
dispersion term. One should also keep in mind that 
calculations of this sort are very time-consuming. 
Severe basis set dependency of many-body dispersion 
effects represents another, equally cumbersome, as­
pect of these calculations. Basis set saturation of the 
dispersion effect requires polarization functions of 
very high angular symmetries. It is possible to 
circumvent the use of such immense basis sets by 
using sets of bond functions of a lower symmetry 
centered in the middle of van der Waals bonds, in 
addition to atom-centered basis sets. Such a proce­
dure yields the two-body dispersion energies with an 
accuracy of ca. 5%. Some benchmark results ob­
tained with CCSD(T) method and bond functions for 
three rare gas trimers are shown in Table 13. 

F. Concluding Remarks on Nonadditivity 
Calculations 

Ab initio calculations of the three-body component 
of interaction potential are more complex than those 
for pair interactions and involve more computational 
effort. Some experience in this field which follows 
from the relationship between S-MP and I-MP per­
turbation theories should be briefly summarized. 

nonadditive 
term 

A£SCF 

AE«> 
AE<3> 
A£(3) 
AJJCCSD(T) 

accurate6 

He3 
(R = 5.6 a0) 

-0.870 
0.155 
0.275 

-0.440 
-0.334 
-0.34 

° From ref 125.b Estimated 
properties of eqs 15 and 16. 

(R 

on 

Ne3 
= 6.0 ao) 

-0.567 
0.204 
1.440 
1.077 
1.66 
1.81 

the basis of 

Ar3 
(R = 7.0 a0) 

-15.78 
11.39 
21.94 
17.55 
14.46 
16.6 

' convergence 

I-MP offers many clues concerning the origins of 
three-body interactions. It describes a three-body 
interaction as a superposition of three fundamental 
nonadditivities: exchange, induction, and dispersion. 
These fundamental components can be described at 
various levels of inclusion of the intramonomer 
correlation. From a practical standpoint, the ability 
to predict which effect dominates in a given cluster 
is of primary importance in choosing a strategy of 
calculations and in a selection of basis set. In the 
clusters of polar molecules the three-body interaction 
is dominated by the induction nonadditivity. How­
ever, in the trimers formed by weak proton donors 
the exchange nonadditivity may be of some impor­
tance.276 The dispersion effect is usually negligibly 
small. In the trimers formed by a molecule and two 
Rg atoms all the three fundamental nonadditivities 
are important. When the molecule is polar, the 
exchange term may be the most anisotropic of the 
three.122,279 In the trimers involving negative ions it 
is expected that all the three terms should play an 
equal role.291 In complexes involving positive ions 
only the induction nonadditivity needs to be in­
cluded.292 Finally, in the trimers of rare gases the 
dispersion and exchange nonadditivities are 
present.42'114'125 

The bulk of exchange and induction nonadditivities 
is reproduced already at the HF level. The three-
body dispersion energy of monomers described at the 
HF level, which is a pure correlation effect, appears 
at the third-order UCHF level of theory. The four-
body UCHF dispersion energy appears in the fourth 
order, and so on. 

For these reasons one can recommend the following 
strategy of S-MP calculations of nonadditive effects. 
In our experience, the clusters of polar molecules can 
be treated with sufficient accuracy at the MP3 level. 
This is because in these clusters the dispersion 
nonadditivity is of a secondary importance, and its 
UCHF treatment should be satisfactory. The re­
maining fundamental nonadditivities (exchange, in­
duction) are very well reproduced through this level. 
In fact, the supermolecular HF calculations already 
provide reasonable estimates of nonadditive energies 
in these trimers. The calculations for dispersion-
bound clusters should follow a different route. In this 
case, a reliable description of the three-body disper­
sion energy requires a correlated description of the 
monomer wave functions, mandating at least the 
MP5 treatment that includes S, D, T, and Q excita­
tions, or CCSD(T) calculations. If the same level of 
accuracy is desired for the four-body dispersion 
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energy, a treatment which is one order higher must 
be used, i.e. MP6, for example. Of course such 
calculations would be prohibitively expensive. A 
more realistic approach in this case is to treat all 
many-body dispersion terms at the UCHF level. This 
means the pair energies are treated at MP2, the 
three-body energies at MP3, and the four-body ener­
gies at the MP4DQ level.42 

As in any supermolecular calculations the energies 
of monomers, dimers, and all the appropriate ra-mers 
should be derived in the basis set of the entire cluster. 
If the monomers become relaxed within the cluster, 
an additional account should be made of the one-body 
terms. 

The construction of analytical formulae for the 
many-body potentials is in general nontrivial. Both 
dispersion and induction nonadditivities can be rep­
resented using the multipole expansion. As for the 
exchange effect, in certain types of clusters it can be 
modeled by the electrostatic interactions involving 
the exchange-induced distortions of electron den­
sity.117'279 

Vl. Summary and Outlook 

We have demonstrated in this review that the 
state-of-the-art molecular electronic structure theory, 
implemented in the form of S-MP perturbation theory 
in conjunction with I-MP perturbation theory, offers 
useful and intellectually rewarding insights into the 
nature of intermolecular interactions. A study of 
simple models involving a molecule bound to a 
spherically symmetric species can reveal the proper­
ties of a molecule which determine its anisotropic 
behavior in a more complex molecular setting. The 
energy partitioning technique was shown to be of 
great value in the analysis of the shapes of PESs in 
the entire range of intersystem distances. By exam­
ining a variety of dimers bound by forces ranging 
from typical van der Waals to hydrogen bonding and 
donor-acceptor interactions, we found that the 
anisotropies of fundamental components, exchange, 
induction, and dispersion, are strikingly similar. The 
different anisotropies of total PESs in these systems 
result from a different relative balance of these 
components and from electrostatics. The role of other 
structure-determining factors, such as the presence 
of lone pairs (or charge-density indentations) and 
abilities of molecules to generate directional fields, 
has also been discussed. Studies of this type are 
crucial to a better understanding of the hydrogen 
bonding, hydrophobic interactions, and other interac­
tion-related problems in chemistry and biology. 

Three-body interactions were also discussed in this 
review on the basis of a number of simple model 
trimers. These interactions represent additional 
anisotropic factors which must be included when the 
structural and dynamic properties of clusters are to 
be described accurately. There is no single physical 
source of nonadditive behavior. The nonadditive 
interaction, for the most part, is a superposition of 
three fundamental components each with different 
physical origin. Through the individual analysis of 
these components we can develop notions helpful in 
determining in which instances these effects are 
important and how they can be adequately modeled. 

This review intended to document the first step in 
this direction. 

One lesson learned from previous ab initio calcula­
tions of potentials energy surfaces is that they are 
of value only if determined with high precision. From 
our present standpoint, the sources of error in these 
surfaces have been well understood and in many 
instances circumvented. The S-MP and I-MP tech­
niques supplemented by CCSD(T) allow calculations 
of highly accurate correlated PESs. However, basis 
set saturation remains a very demanding task. It 
requires both the theoretical insight into the nature 
of the interaction and the technology to handle a 
large number of basis set functions. Although the 
basis set problem has not been satisfactorily solved, 
significant progress has been achieved. At present, 
calculations of PESs of the most difficult dispersion-
bound complexes with an error of 25% have become 
fairly routine. At this level of accuracy a variety of 
structural and energetical aspects of van der Waals 
interactions may be reliably addressed. We demon­
strated such calculations for a number of complexes. 
Modest improvements of basis sets in the form of 
bond functions were shown to provide the accuracy 
of ±5% due to the efficient saturation of the disper­
sion term. This technique should be applied with 
some caution since it may adversely affect some of 
the interaction energy components. Yet these prob­
lems can be easily avoided, and in the coming years 
this technique will be perfected. It is also hoped that 
the basis set saturated values of the energy compo­
nents will soon be obtained by using systematic 
sequences of basis sets, composed of independent sets 
designed to saturate intra- and intersystem correla­
tion effects. Such results derived for some model 
systems will serve as invaluable benchmark data. 

So far the accuracy of PESs has been assessed on 
the basis of semiempirical data in those rare in­
stances where such data are available. It is antici­
pated that additional, independent information on 
accurate surfaces will come from nonempirical sources, 
such as, e.g., numerical treatments which sidestep 
the use of basis set entirely. One such approach, 
quantum Monte Carlo, has recently proved successful 
in the He dimer calculations.293 Another treatment, 
diffusion Monte Carlo, was recently shown to permit 
the adjustment of potential energy surfaces to match 
the experimentally observed properties of molecular 
complexes.254'294 One should expect other calculations 
of this sort in the near future. 

So far the quantitative accuracy of PESs has been 
achieved for dimers involving up to ca. 50 electrons. 
The question arises now as to whether the interac­
tions involving much larger systems, say, protein 
fragments, DNA bases, zeolites, etc., can be described 
with similar accuracy. As the systems approached 
by ab initio methods become more complex, this 
problem, no doubt, will be addressed. The insights 
gained at the present stage, such as the role of 
individual energy components, transferability of in­
teraction parameters, etc., will guide future develop­
ment in this area. 

The main thrust of future ab initio studies of 
intermolecular interaction will be directed toward a 
better understanding of condensed phases. A study 
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Appendix Table Al . Structural and Energetical Characteristics (R„ and De) for the Rare Gas-Molecule 
Complexes Discussed in This Review from ab Initio Calculations" 

complex 

ArHCl 

HeHCl 

HeHBr 

HeH2O 

ArH2O 

KrH2O 

BeH2O 

ArH2S 

ArNH3 

KrNH3 

BeNH3 

ArPH3 

ArClF 

ArCl2 

HeCl2 (
1X) 

HeCl2(
3A") 

H2CI2 

ArCO 

HeCO 

ArCO2 

ArH2CO 

geometry 

primary minimum 
A r - H - C l 
secondary minimum 
Ar---Cl-H 
primary minimum 
He---Cl-H 
secondary minimum 
He- • -H-Cl 
primary minimum 
He- • -Br-H 
secondary minimum 
He- • -H-Br 

T-shaped, coplanar 

coplanar, from T-shaped 
to H-bonded 

coplanar, from T-shaped 
to H-bonded 

primary minimum 
C2V 
secondary minimum 

coplanar, H-bonded 
primary minimum 

coplanar, T-shaped 
secondary minimum 
Civ 

T-shaped 

T-shaped 

Czv 

T-shaped 

primary minimum 
Ar--Cl-F 
secondary minimum 
T-shaped 
primary minimum 
Ar--Cl-Cl 
secondary minimum 
T-shaped 
primary minimum 
He-- -Cl-Cl 
secondary minimum 
T-shaped 
primary minimum 
T-shaped 
secondary minimum 
He---Cl-Cl 
primary minimum T-shaped 
(@ = 0°, G' = 90°) 
secondary minimum T-shaped 
(0 = 90°, 0 ' = 0°) 

Re 
D6 
Re 
D6 
Re 
D6 
Re 
De 
Re 
D6 
Re 
D6 

ab initio Re, De 

Rare Gas Atom-HX Comp] 
= 7.89 a0 
= 795.4 (±5%) 
= 6.82 a0 
= 634.8 (±5%) 
= 6.4 a0 
= 146.1 (±5%) 
= 7.3 a0 
= 140.2 (±5%) 
= 7a0 

= 99 (30-40%) 
= 8a0 

= 92 (30-40%) 

comment 

lexes 
MP4/WTdf(b-ext) (ref 185) 

MP4/WTdfl;b-ext) (ref 185) 

MP4/spdfi;b-ext) (ref 228) 

MP4/spdf(b-ext) (ref 228) 

MP2/spd(ref228) 

MP2/spd(ref228) 

Closed-Shell AtOm-H2X Complexes 
/Ve 

D6 
Re 

( 
De 
Re 

( 
De 
Re 
D6 
Re 
De 
Re 
D6 
Re 
De 

= 6.6 a0, 0 = 80°, x = 
= 110(25%) 
= 7.09-7.56 ao, 
9 = 80°-120°,x = 0° 
= 490 (25%) 
= 7.5 a0, 
9 = 100°, x = 0° 
= 472 (30-40%) 
= 6.5 a0, 0 = 0° 
= 802 
= 7.5 a0, 0 = 120°, x : 

= 734 
= 7.5 a0, 0 = 80°, x = 
= 523 (30-40%) 
= 8.0 a0, 0 = 180° 
= 460 (30-40%) 

0° 

= 0° 

0° 

MP4/spdf(refl72) 

MP4/spdf(refl97) 

MP4/spdf(ref204) 

MP4/spdf(ref205) 

MP2/spd (ref 185) 

MP2/spd(refl85) 

Closed-Shell AtOm-H3X Complexes 
Re 
D6 
Re 
De 
Re 
De 
Re 
De 

= 7.09 ao, © = 80°, x : 

= 414 (30-40%) 
= 7.5 a0, 0 = 80°, x = 
= 492 (30-40%) 
= 6.5 ao, 0 = 0° 
= 1185 
= 7.09 a0, © = 75°, X 
= 333 (30-40%) 

= 60° 

60° 

= 60° 

MP2/spd(ref214) 

MP2/spd(ref204) 

MP4/spdf(ref205) 

MP2/spd (ref 225) 

Rare Gas Atom-XY Halogens Complexes 
Re 
De 
Re 
D6 
Re 
D6 
Re 
De 
Re 
De 
Re 
De 
Re 
De 
Re 
De 
Re 
De 
Re 
De 

= 7.73 ao 
= 1148.0 (±5%) 
= 7.23 a0, © = 107° 
= 710.1 (±5%) 
= 8.54 a0, 0 = 0° 
= 1013.5 (±5%) 
= 7.16 a0, 0 = 90° 
= 943.9 (±5%) 
= 8.03 ao, 0 = 0° 
= 205.5 (±5%) 
= 6.6 ao, 0 = 90° 
= 185.7 (±5%) 
= 6.6 ao, 0 = 90° 
= 138 
= 9.4 a0, 0 = 0° 
= 90 
= 7.75 a0 
= 894 (±5%) 
= 6.6 a0 

= 587 (±5%) 

MP4/spdf(b-ext) 
(refs 235 and 237) 

MP4/spdfTb-ext) 
(refs 235 and 237) 

MP4/spd«b-ext)(ref237) 

MP4/spdf(b-ext) (ref 237) 

MP4/spdf(b-ext) (ref 174) 

MP4/spd«b-ext)(refl74) 

UMP2/spdf 
(refs 174 and 238) 

UMP2/spdf 
(refs 174 and 238) 

MP4/spdf(b-ext) (ref 270) 

MP4/spdflb-ext) (ref 270) 

Rare Gas Atom-CO-Containing Molecule Complexes 
T-shaped, bent 

T-shaped, bent 

primary minimum 
T-shaped 
secondary minimum 
collinear 
T-shaped, coplanar 

Re 
De 

Re 
De 
Re 
D6 
Re 
D6 
Re 
D6 

= 7.0 a0, 0 = 80° 
= 496 (±5%) 

= 6.4 a0, 0 = 70° 
= 100 (±5%) 
= 6.5 a0, 0 = 90° 
= 957 (±5%) 
= 9 a0, 0 = 0° 
= 533 (±5%) 
= 7.09 a0, 0 = 100° 
= 779 (20-30%) 

MP4/spdfr>ext) (ref 242) 

MP4/spdfIb-ext) (ref 242) 

MP4/expd«b-ext) (ref 243) 

MP4/spdf(b-ext) (ref 243) 

MP4/spdf(ref244) 

Re 
De 
Re 
De 
Re 
D6 
Re 
De 

Re 
< 

D6 

0 : 

Re 
De 

Re 
D6 

Re 
De 

Re 
De 
Re 
De 

Re 
D6 

Re 

Re 
De 
Re 
De 

experiment 

= 7.57ao 
= 801.9 ±14 (ref 184) 
= 6.82 a0 
= 675.7 ±14 (ref 184) 
= 6.54 a0 
= 149.0 (ref 227) 
= 7.28 a0 
= 128.9 (ref 227) 

= 6.871 a0, 
0 = 125°, * = 0° 
= 651.57 (ref 198) 

= 90° (ref 209) 

= 7.24 a0 
= 466 (ref 215) 

= 7.37 a0 
= 1061 (ref 229) 

= 7.03 a0 
= 966 (ref 233b) 

= 6.71 a0 
= 174.1 (ref 239) 
= 6.73 a0 
= 146.8 (ref 239) 

= 6.86 a0 
= 501 (ref 245) 
= 7.20 a0, 0 = 60-80° 
(ref 246) 

= 6.4 a0 
= 894 (ref 249) 
= 9.4 a0 
= 260 (ref 249) 

coplanar, T-shaped 
(ref 251) 

° The percent error estimates of D6 are given in parentheses. (For example, ±5% means plus/minus 5% of the reported value; 
30—40% means plus 30-40% of the reported value.) In general, a precision of the ab initio determination of the angle and R 
were 10° and 0.25 ao. The level of theory and the type of basis set are indicated in the "comment" column. 
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of larger clusters, which permits the observation of 
the properties of matter in transition between mo­
lecular and condensed bulk behavior, will be under­
taken. Future applications will involve problems of 
interest to surface chemistry, enzymatic catalysis, 
supramolecular chemistry, structure-function-dy­
namics relations in biomolecules, and a number of 
other areas of science which require knowledge of 
intermolecular potential energy surfaces. These ap­
plications mandate further investigations of pair 
interactions and many-body forces at the fundamen­
tal level. 

In contrast to van der Waals interactions of closed-
shell species, the studies of complexes involving open-
shell moieties are in their infancy.295,296 From the 
experimental point of view this is a result of difficul­
ties in generating these short-lived species. Ab initio 
studies are hampered by the fact that the electronic 
theory of open-shell systems is much more involved, 
and to a large extent still presents a theoretical 
challenge. The unrestricted MP (UMP) approach is 
expected to be useful in many cases,297'298 and the 
intermolecular UMP (I-UMP) should be developed. 
However, applications of S-UMP and I-UMP are 
essentially limited to the cases where the spin 
contamination is not severe, and where such prob­
lems as bond breaking and curve crossing do not 
occur. There is, thus, a great need for treatments 
which involve multiconfigurational reference states. 
In fact, such approaches have already been success­
fully attempted by a number of researchers.105'299-303 

Studies of this type type are likely to intensify in the 
near future. 

VII. Abbreviations 

BSE 
BSSE 
CC 
CCSD 
CCSD(T) 

CEPA 
CHF 
CI 
CP 
DCBS 
HF 
HL 
HOMO 
ICF 
I-MP 

LUMO 
MBPT 
MCBS 
MC 
MMC 
MP 
MP2 

MP3 

basis set extension 
basis set superposition error 
coupled cluster 
coupled cluster singles and doubles 
coupled cluster singles, doubles, and nonit-
erated triples 
coupled electron pair approximation 
coupled Hartree-Fock 
configuration interaction 
counterpoise 
dimer-centered basis set 
Hartree—Fock 
Heitler - London 
highest occupied molecular orbital 
interacting correlated fragments 
intermolecular M0ller—Plesset perturbation 
theory 
lowest unoccupied molecular orbital 
many-body perturbation theory 
monomer centered basis set 
Monte Carlo 
molecular mechanics for clusters 
M0ller—Plesset perturbation theory 
Moller—Plesset perturbation theory through 
the second order 
M0ller—Plesset perturbation theory through 
the third order 

Chatasinski and Szczesniak 

MP4 

MR-SDCI 

PES 
Rg 
RS 
SCF 
S-MP 

TCBS 
TDHF 
UCHF 
UMP 

VRT 
WT 

M0ller-Plesset perturbation theory through 
the fourth order 
multireference singles and doubles configura­
tion interaction 
potential energy surface 
rare gas 
Rayleigh - Schroedinger 
self-consistent field 
supermolecular M0ller-Plesset perturbation 
theory 
trimer-centered basis set 
time-dependent Hartree-Fock 
uncoupled Hartree-Fock 
unrestricted M0ller—Plesset perturbation 
theory 
vibration—rotation—tunneling 
well-tempered 
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